CS 225J:  ALGORITHMIC ANALYSIS, Winter 2011
Professor:  Dr. Barbara Wahl

Email:  wahl@hanover.edu

Office:  Fine Arts 137 (x 7326)

Office Hours: Tues 10 am - noon; Thurs 11am - noon; and by appointment
Course Handouts & etc. available online at vault.hanover.edu/~wahl
Course description:  A systematic study of creating and evaluating algorithms, the process of solving problems. Brute force, divide-and-conquer, and problem transformation techniques are used to solve problems. Big Theta notation, best-average-worst case analysis, and notions of NP completeness are used to evaluate problems. Prerequisites: CS 110 and either Mat 143 or Mat 220.
Course features:

· You will be engaged in designing your own algorithms to solve problems; class meetings will alternate between classroom (MR) and computer lab (WF).  In the labs, you will learn how to program in Java using the Eclipse environment.

· You will learn the most important algorithm design techniques, which are applicable across computer science and beyond:  brute force, divide-and-conquer, decrease-and-conquer, transform-and-conquer, dynamic programming, and greedy technique.
· You will be challenged to understand the underlying math and CS concepts for analysis of algorithm efficiency:  measuring input size and running time; worst-, best-, and average-case efficiency; big oh, big omega, and big theta (asymptotic notations); using limits for comparing growth rates; summation notation; recurrence relations.
· You will be introduced to the limitations of algorithm power, including lower-bound arguments, problem reduction, decision trees, P, NP, and NP-complete problems.

· You will increase your skills in the areas of critical thinking, working with abstract concepts, and communicating in the realm of computer science.
Motivational comment:  You will need to work hard.  In order to do well, you should work one to two hours (or more, if needed) outside of class for each hour in class.  The more effort and creativity you put into any activity, the more you get out of that activity.  
Instructional materials (bring to class each day):

· Required Text:  The Design & Analysis of Algorithms (second edition), by Anany Levitin, Addison Wesley pub. (2007).  ISBN:  0-321-35828-7
· Optional text:  Any introductory book on Java programming, such as Introduction to Java Programming by J. Daniel Liang.
· Storage medium: USB flash memory device, or the equivalent, for storing and submitting computer work. 
Computer Science Major Objectives:  CS 225 is designed specifically to address the following major objective.
Algorithmically Savvy:

· Can evaluate many solutions and choose the best solution for each situation

· Can adapt existing algorithms to solve new problems

· Can create new algorithms to solve problems

CS 225 also contributes to these other major objectives:

Educated:
· Understand existing problems and solutions from a wide range of subfields in computer science.

· Can recognize how computer science contributes to other disciplines and work with practitioners in those disciplines.

Skillful:

· Demonstrate problem solving through the use of computer programming with attention paid to:

· working code

· elegance of solution

· testing plan

· documentation

· examination of results

· usability

· Can plan out and execute a large scale software project or/and original research.
Adaptable:

· Adapt to new technologies and methodologies as evidenced by quickly learning new:

· computer languages

· operating systems

· software applications

· Can independently learn advanced material from peer-reviewed work.
Grading:   Your grade will be determined by the following components.

Attendance/participation:
20%


Homework:


20%

Programming assignments:
30%


Exams:



30%
            -----------------------------------------

     
Maximum possible:

100%

Your final percentage will then converted to a letter grade according to the following minimum standards:  A (93%), A- (90%), B+ (87%), B (83%), C+ (77%), C (73%), C- (70%), D+ (67%), D (63%), D- (60%).

Attendance/participation:  Each day you attend class and contribute to the day’s activities, you earn an attendance score of 3.  Excused absences count as 2, unexcused absences as 0.  If you make an exceptional contribution to the day’s activities, you earn a 4; typically, this involves presenting a problem solution at the board, or making an essential contribution to the class’s programming efforts.  

Your daily attendance scores will be averaged across the semester to determine your overall attendance grade.  An average of 3.0 is approximately equivalent to 85% (‘B’).  
Unexcused absences can easily put you in the ‘F’ range for attendance, so please make it a habit to come to class each day!  To request an “excused” absence, send me an email (as soon as possible) to explain the reason for your absence; this will also prompt me to fill you in on what you missed.
Homework:  We will cover about 25 sections from our text, and I will assign exercises for you to write up from each section as we go along.  I will collect your assignments weekly (approximately), and grade them based on correctness and completeness.
Computer labs:  On Wednesdays and Fridays, typically, we will meet in the CFA computer lab.  During the first few labs, you will learn to program in Java using the Eclipse environment.  The remainder of the lab periods will be used to work on programming labs and assignments related to specific topics in the textbook.  Please bring a flash memory device for storing your computer work, and bring your textbook to lab sessions.
Office Hours:  My office is in CFA 137 (x7326).  Please don't hesitate to call/email me, or stop by my office, if there are any ideas you want to discuss, advice I can offer, or just to talk.  I am also willing to answer some questions by email (wahl@hanover.edu).  My official office hours are T 10-12 and R 11-12, but other times are available by appointment.

Late policy:  In general, a 10%-per-day penalty will be levied for turning in a late homework or programming assignment.  For example, if your assignment is due on Thursday, but you turn it in the following Monday, I will deduct 40%.
Please notify me if you have exceptional circumstances (if you want me to waive or reduce the late penalty), and be prepared to show documentation such as a note from your physician, etc.  

Plagiarism:  Submission of someone else's work as your own is plagiarism.  It is unacceptable behavior in all situations.  Please consult your Student Handbook for the consequences of academic dishonesty.  
If you are having trouble with an assignment, please consult with me.  You should also feel free to discuss problem-solving approaches with your peers, but never copy someone else’s solution or code, and never let a classmate examine your code.  Sharing your work can be punished just the same as copying someone else’s work.  

We all can be tempted to act badly when we are in dire straights.  The best way to avoid any temptation to plagiarize (in any class) is to start all your assignments as soon as possible and to ask your instructor for help when needed, the sooner the better.  I enjoy working one-on-one with my students; don’t be hesitant about asking for an appointment to meet with me.

Exams:  We will have three regular exams and a final exam.  Before each exam I will provide you a study guide.  If you miss an exam due to an emergency situation, you must discuss your situation with me on or before the day of the exam.  At the very least, send me an email or voicemail describing the nature of your emergency.  

Sections to be covered / labs
Exam 1 material:
1.1
What is an algorithm?

1.2
Fundamentals of algorithmic problem-solving

1.3
Important problem types

2.1
Analysis framework

2.2
Asymptotic notations and basic efficiency classes
lab 1
Java crash course
2.3
Mathematical analysis of non-recursive algorithms
lab 2
Quadratic class
lab 3
Keyboard input in Java
2.4
Mathematical analysis of recursive algorithms
Exam 2 material:

lab 4
Selection sort and bubble sort
3.1
Selection sort and bubble sort

3.2
Sequential search and brute-force string matching

4.1
Mergesort
lab 5
Mergesort
4.3
Binary search
lab 6
Binary tree algorithms
4.4
Binary tree traversals and related properties
lab 7
Word find
5.1
Insertion sort

5.2
Depth-first search and breadth-first search

5.4
Algorithms for generating combinatorial objects
lab 8
Generating permutations (Johnson-Trotter)
Exam 3 material:
5.5
Decrease-by-a-constant-factor algorithms
lab 9
Russian peasant multiplication
lab 10
Graph algorithms
6.1
Presorting

6.4
Heaps and heapsort
lab 11
Heaps
7.1
Sorting by counting
Exam 4 material:

lab 12
Binomial coefficients
8.1
Computing a binomial coefficient

9.1
Prim's algorithm

9.2
Kruskal's algorithm

9.4
Huffman trees

11.1
Lower-bound arguments

11.2
Decision trees

11.3
P, NP, and NP-complete problems
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	week
	date
	M
	W
	R
	F

	1
	10-Jan
	1.1 - 1.3
	2.1
	2.2
	lab 1

	2
	17-Jan
	2.3
	lab 2
	2.3
	lab 3

	3
	24-Jan
	2.4
	lab 4
	2.4
	3.1 - 3.2

	4
	31-Jan
	review
	exam 1
	4.1
	lab 5

	5
	7-Feb
	4.3
	lab 6
	4.4
	lab 7

	6
	14-Feb
	5.1
	5.2
	5.4
	lab 8

	7
	21-Feb
	5.5
	lab 9
	review
	exam 2

	8
	7-Mar
	5.5
	lab 10
	6.1
	6.4

	9
	14-Mar
	6.4
	lab 11
	7.1
	lab 12

	10
	21-Mar
	7.1
	lab / catch-up
	8.1
	9.1

	11
	28-Mar
	review
	exam 3
	9.2
	lab / catch-up

	12
	4-Apr
	9.4
	11.1
	11.1
	11.2

	13
	11-Apr
	11.2
	11.3
	catch-up
	review
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