Math 217
Addendum to Lab 8
Concepts and Vocabulary from Section 3.4

A number that describes a population is called a parameter.  Some parameters we will work with are population mean (µ), population standard deviation (σ), and population proportion (p).  For example, if 43% of all adult Americans identify themselves as Democrats, this gives the parameter p = 0.43.  If the mean household income in America is $58,372, this gives the parameter µ = 58,372.  A parameter is a single fixed value.  It is often unknown.
A number that describes a sample is called a statistic.  Some statistics we will work with are sample mean (
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), sample standard deviation (s), and sample proportion (
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).  For example, if an SRS of 1000 adult Americans includes 395 Democrats, this gives the statistic 
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 = .395.  If an SRS of 50 American households has an average income of $48,830, this gives the statistic 
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 = 48,830.  
A statistic takes different values from sample to sample.  This fact about statistics is called sampling variability.  The sampling distribution of a statistic is the distribution of values taken by the statistic in all possible samples of the same size from the same population.
The purpose of sampling or experimentation is usually inference:  we want to use sample statistics to make statements about unknown population parameters.  There are two problems here:  bias and variability.  
Bias concerns the center of the sampling distribution of the sample statistic.  A statistic used to estimate a parameter is unbiased if the mean of its sampling distribution is equal to the true value of the parameter begin estimated.  For example, it is a fact that the sample mean (
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) is an unbiased estimator of the population mean (µ):  if you average all the 
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 values over all the possible samples of the same size, the average will always equal the population mean µ.  The best way (theoretically) to reduce bias is to use a random sample from the population; this is often difficult in practice, due to problems such as undercoverage and non-response.
The variability of a statistic is described by the spread of its sampling distribution.  This spread is a result of the sampling design and the sample size n.  The best way to reduce variability is to use a large sample size. 
Lab 8 uses statistical applets to investigate the sampling distributions of the sample mean and the sample proportion.  Specifically, I hope you will observe the effect that sample size has on the variability of these statistics.
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