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Name: ______________________

Lab 8:  Statistical Applets
Due:  ___________________
RECORD ALL YOUR ANSWERS ON THIS SHEET.  Don’t save anything.
1. Sampling distribution of the sample mean
The sample mean, 
[image: image1.wmf]x

, varies from sample to sample.  The distribution of 
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 values over all possible samples of the same size n from a population is called the sampling distribution of 
[image: image3.wmf]x

.  One common problem in statistical inference is to use the mean of a sample to estimate the mean of the whole population.  Because the sample mean changes from sample to sample (sampling variability), this may seem unreasonable; however, we can control sampling variability by taking large samples.  

Here is an example using an unrealistically small population (10 individuals) to illustrate the idea of sampling variability.
(a)  There are 10 balls, labeled 1 to 10.  This is the population.  For example, they could represent the number of pets owned by a group of pet-owning households (1 pet, 2 pets, … , 10 pets, uniformly distributed).  Draw a probability histogram for the distribution of the population.

(b)  What is the population mean? μ = _______

(c)  Is the population normally distributed?  __________  Explain:

(d)  Start Internet Explorer and point your browser to www.whfreeman.com/bps3e.  Click on “Statistical Applets.”  Choose the applet for Simple Random Sample.  
Following the instructions at the top of the applet, generate five SRS of size n = 1 from the population {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}.  Set population size to 10 and sample size to 1.  Then click “reset” and “sample,” one after the other, five times in a row, to generate five samples of size 1.  Always click reset before sample so that each sample is drawn from the whole population.  Record the results of each sample in the table below.
For each sample, calculate the sample mean, 
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.  (For sample size n = 1, of course, the mean is the single value in the sample.)
	Samples (n = 1):
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Now generate five SRS of size n = 2 from the population {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}.  For each sample, calculate the sample mean, 
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.

	Samples (n = 2):
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Generate five SRS of size n = 3 from the population {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}.  For each sample, calculate the sample mean, 
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.

	Samples (n = 3):
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Generate five SRS of size n = 4 from the population {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}.  For each sample, calculate the sample mean, 
[image: image10.wmf]x

.

	Samples (n = 4):
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Generate 5 SRS of size n = 5 from the population {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}.  For each sample, calculate the sample mean, 
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.

	Samples (n = 5):
	
	
	
	
	

	
[image: image13.wmf]x

:
	
	
	
	
	


(e)  In general, since 
[image: image14.wmf]x

 is an unbiased estimator of the population mean, the mean of the sampling distribution of 
[image: image15.wmf]x

is always μ.  In this example, whose population is {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}, the mean of the sampling distribution of 
[image: image16.wmf]x

for any sample size is 
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m

= _______  
(f)  In general, what happens to the variability of the sampling distribution of 
[image: image18.wmf]x

(or any sample statistic) as the sample size (n) increases?  _____________________    
Can you observe this in your tables above, as n increases from 1 to 5?  _______  
Explain:
(g)  FACT 1:  If the population is normal, or if the sample size n is large enough, then the sampling distribution of 
[image: image19.wmf]x

will be approximately normal.

FACT 2:  If the population is non-normal and the sample size is small, then the sampling distribution of 
[image: image20.wmf]x

will NOT be approximately normal.  
· Is the population {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} normally distributed? _________  
· Is n = 5 a large sample size?  _________  
· Therefore, is 
[image: image21.wmf]x

normally distributed for the population {1, 2, 3, 4, 5, 6, 7, 8, 9, 10} with sample size n = 5?  ______
In Chapter 5, we will not have to find the distribution of the sample mean unless the base population is approximately normal or the sample size is large.

2.  Central Limit Theorem  
The Central Limit Theorem tells us the distribution of the sample mean is approximately normal, even if the population it’s based on is not normally distributed, as long as the sample size is sufficiently large.  Large samples not only reduce sampling variability; they also increase normality of the sampling distribution. 
Choose the applet for Central Limit Theorem – Normal Approximation to the Sample Mean.  It is often said that in judging how large n must be to be “large,” 
[image: image22.wmf]40
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n

 is a good rule of thumb.  That is, even if the base population X is quite skewed, the sampling distribution of 
[image: image23.wmf]x

 will be close to normal if the sample size is at least 40.  

a)  In the Central Limit Theorem applet, notice that the base population X (which is the same as sampling with sample size n = 1) is skewed ____________  (which way:  left? right?).  
b)  For small sample sizes like n = 2, 3, 4 (move the slider in the applet window), the sampling distribution of 
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(the blue density curve) is skewed ____________  (left? right?).  
c)  How large must n be for this example to make 
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close to normal (close to the red density curve)?  _______  
d)  Is n = 40 large enough to make 
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close to normal for this example?  _________
3.  Sampling distribution of the sample proportion
The sample proportion, 
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, also varies from sample to sample.  The distribution of 
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 values over all possible samples of the same size n from a population is called the sampling distribution of 
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ˆ

.  Another common problem in statistical inference is to use the proportion of a sample to estimate the proportion of the whole population.  Again, we can control sampling variability by taking large samples.  

Here is another example using the population {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}.  To calculate a proportion, we need a categorical variable measured on our population.  Consider the variable "even" (i.e., "Is it an even number?").  Half of the population measure "true" on this variable, since 2, 4, 6, 8, and 10 are even.  The true population proportion for even is p = 0.5.

(a)  Go back to the applet for Simple Random Sample.  

Following the instructions at the top of the applet, generate five SRS of size n = 1 from the population {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}.  Set population size to 10 and sample size to 1.  Then click “reset” and “sample,” one after the other, five times in a row, to generate five samples of size 1.  

For each sample, calculate the sample proportion of even, 
[image: image30.wmf]p

ˆ

.  

	Samples (n = 1):
	
	
	
	
	

	
[image: image31.wmf]p

ˆ

:
	
	
	
	
	


Now generate five SRS of size n = 2 from the population {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}.  For each sample, calculate the sample proportion of even, 
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.

	Samples (n = 2):
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Generate five SRS of size n = 3 from the population {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}.  For each sample, calculate the sample proportion of even, 
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.
	Samples (n = 3):
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Generate five SRS of size n = 4 from the population {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}.  For each sample, calculate the sample proportion of even, 
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.
	Samples (n = 4):
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Generate 5 SRS of size n = 5 from the population {1, 2, 3, 4, 5, 6, 7, 8, 9, 10}.  For each sample, calculate the sample proportion of even, 
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.
	Samples (n = 5):
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(b)  In general, since 
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 is an unbiased estimator of the population proportion, the mean of the sampling distribution of 
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is always p.  In this example, whose population is 
{1, 2, 3, 4, 5, 6, 7, 8, 9, 10}, the mean of the sampling distribution of 
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for any sample size is 
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m

= _______  

(c)  In general, what happens to the variability of the sampling distribution of 
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ˆ

 (or any sample statistic) as the sample size (n) increases?  _____________________    
Can you observe this in your tables above, as n increases from 1 to 5?  _______  
Explain:
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