Math 121




                        Name:  ____________________

Lab 5:  Taylor Polynomials (uses higher derivatives)
11-01-06
Due with Portfolio Check #5 (11/15/06)
The tangent line approximation L (x) is the best first-degree (linear) approximation to f (x) near x = a because f (x) and L (x) have the same rate of change (derivative) at a.  For a better approximation than a linear one, let’s try a second-degree (quadratic) approximation P (x).  In other words, we approximate a curve by a parabola instead of by a straight line.  To make sure that the approximation is a good one, we stipulate the following:

(a) P (a) = f (a)

(same value at x = a)

(b) 
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(same rate of change at x = a)
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(slopes change at the same rate at x = a)

1. Using pencil and paper, find the quadratic approximation 
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 to the function 
[image: image4.wmf])

cos(

)

(

x

x

f

=

 that satisfies conditions (a), (b), and (c) above with a = 0.  Then use Maple to graph P, f, and the linear approximation 
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 on the same pair of axes.  Show your work to find P (x) below:
2.  Use Maple to estimate the values of x for which the quadratic approximation 
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 is accurate to within 0.1.  [Hint:  Graph y = P (x), 
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 on the same pair of axes.  Shrink the x range (keeping it centered at zero) until P is captured inside the envelope created by the other two curves.]  __________________________

3.  To approximate a function f by a quadratic function P near a number a, it is best to write P in the form 
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Use pencil and paper to show that the correct values for A, B, and C (keeping in mind our stipulations (a), (b), and (c), above) are as follows:
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4.  Find the quadratic approximation to 
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 near a = 1.  (See #3.)

5.  Use Maple to graph 
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, its quadratic approximation at a = 1, and its linear approximation at a = 1 on the same pair of axes.  Which approximation does a better job?  ________________________
6.  Instead of being satisfied with a linear or quadratic approximation to f near a, let’s try to find better approximations using higher-degree polynomials.  We look for an nth-degree polynomial of the form
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such that 
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 and its first n derivatives have the same values at x = a as f and its first n derivatives.  By differentiating repeatedly and setting x = a, we can show that these conditions are satisfied if
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· In general, 
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The resulting polynomial 
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 is called the nth-degree Taylor polynomial of f centered at a.  Find the 8th-degree Taylor polynomial centered at a = 0 for the function 
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Use Maple to plot f together with the Taylor polynomials T2, T4, T6, and T8 in the viewing rectangle [-5, 5] by [-1.4, 1.4].  Comment on how well they approximate f near zero:
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