CS 225J -- Algorithms




Name: __________________

Sample Final Exam 
April 21, 2010
Please write all your answers on the blank paper provided.
1. (15 pts)  Consider the brute-force recursive algorithm "valueR" which we used in our Binomial lab for computing the binomial coefficient 
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public long valueR()


{


// base cases


if(n <= 0)




return 1;



if(k == 0 || k == n)




return 1;



// recursion



Binomial x = new Binomial(n-1,k-1);



Binomial y = new Binomial(n-1,k);



return x.valueR() + y.valueR();






}
a. Count the number of recursive calls made by valueR in computing 
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.  
b. Is valueR a good method for computing the binomial coefficient 
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?  Explain.
c. ValueD is the dynamic programming algorithm for computing a binomial coefficient, as given in section 8.1  Show the table of values stored by the dynamic programming algorithm "valueD" in computing 
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.  Don't show any values which are not actually stored.  

d. Analyze the time efficiency of the dynamic programming algorithm for computing the binomial coefficient 
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.  Give the big theta class and explain your analysis clearly.
e. Describe the most efficient algorithm you can for calculating 
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 where n is an arbitrary natural number.  Analyze the time efficiency of your algorithm. (What is the basic operation or operations?).
2.  (12 pts)  Prim's and Kruskal's algorithms.
a.  Clearly state the problem which is solved by Prim's and Kruskal's algorithms.  What is the input?  What is the return value?
b.  Apply Prim's algorithm to the following graph, starting with vertex a.  Make a list of the tree edges, in the order in which they are added to the tree by the algorithm.
c.  Apply Kruskal's algorithm to the following graph.  Make a list of the tree edges, in the order in which they are added to the tree by the algorithm.
d.  Both of these algorithms are examples of "greedy" algorithms.  What are the distinguishing features of a greedy algorithm?
3.  (5 pts)  Fill in the blank:  "If a problem is to be solved using a binary decision process, and if there are N possible answers to the problem, then the binary decision tree must have a height of at least _________________ ."  What does this tell us about the best possible efficiency of an algorithm for solving such a problem?
4.  (10 pts)  Consider the sorting problem:  "Given an array of comparable values, 
A[0..n-1], sort the array into increasing order."
a.  Compute the "trivial" lower bound time efficiency class for any sorting algorithm.  Give the big omega class (omega, since it’s a lower bound) and explain your analysis clearly.

b.  There are n! (n factorial) possible orderings of a list of n values.  Use this fact to compute the "information-theoretic" lower bound worst-case time efficiency class for any sorting algorithm which works by making pairwise comparisons.  Give the big omega class and explain your analysis clearly.

c.  Because there are 3! possible orderings, a decision tree of depth at least  _______  is required to sort a list of three elements.  Fill in the blank, and draw the decision tree for an optimal algorithm to sort a list of three elements, A = [a, b, c], using pairwise comparisons.
5.  (10 pts)  a.  Create a Huffman code for the following table of character frequencies.

	char
	A
	B
	C
	Y
	Z

	frequency
	.25
	.25
	.35
	.10
	.05


b.  Show how we could encode the characters given in part (a) using equal-length binary codes, making the codewords as short as possible.
c.  Calculate the compression ratio for your Huffman code in part (a), as compared to the equal-length encoding in part (b).

6.  (8 pts)  A decision problem is a problem which has a boolean (yes/no) answer.  For example, given an integer n, we might ask, "Is n prime?"  That would be a decision problem.

a.  Explain what it means for a decision problem to be undecidable.

b.  Explain what it means for a decision problem to be in the class P.

c.  Explain what it means for a decision problem to be in the class NP.

d.  Is every problem in NP also in P?  Explain.
e.  Is every problem in P also in NP?  Explain.
7.  (6 pts)  Consider the m-coloring problem:  "Given a graph, and a positive integer m, is there a way to color the vertices of the graph with m colors such that adjacent vertices will never have the same color?"  
a.  Show that the following graph can be 3-colored.  

b.  Can the graph in (a) be 2-colored?  Explain.

c.  Convince me that the m-coloring problem is in NP; clearly describe the algorithm which demonstrates this fact.
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