CS 225
Final Exam Study Guide

4/13/11
Our fourth exam will be given Monday 4/18/11, at 9 AM, in CFA 106.  It will cover the following sections from our textbook:
Dynamic Programming:
· 8.1:  Computing a Binomial Coefficient 
Greedy Technique:

· 9.1:  Prim's Algorithm

· 9.2:  Kruskal's Algorithm

· 9.4:  Huffman Trees

Limitations on Algorithmic Power:

· 11.1:  Lower-Bound Arguments

· 11.2:  Decision Trees

· 11.3:  P, NP, and NP-complete Problems

You should study by reviewing your lecture notes and assigned homework problems, and by reading these sections in your text.  
Suggested topics to focus on from the reading:

· 8.1:  What is a dynamic programming algorithm?  Give examples of problems which can reasonably solved with such an algorithm.

· 8.1:  Dynamic programming algorithm for computing the binomial coefficient C(n,k) -- be able to write the algorithm in pseudocode, apply it to a particular instance, and analyze its time and space efficiency.  Be able to compare it with other algorithms, in particular the brute-force recursive algorithm.

· 9.1:  Describe the three characteristics of a greedy algorithm.
· 9.1:  Understand Prim's algorithm and be able to apply it to a specific graph.  What problem does it solve?
· 9.2:  Understand Kruskal's algorithm and be able to apply it to a specific graph. What problem does it solve?
· 9.4:  Understand Huffman's algorithm and be able to apply it to a given alphabet’s frequency table.  What problem does it solve?
· 9.4:  Understand how to find the compression ratio for a given encoding scheme.

· 11.1:  Understand what is meant by a lower bound efficiency class for a given problem, and what it means for such a lower bound to be tight.  
· 11.1:  Be able to find the "trivial" lower bound efficiency class for a given problem.

· 11.2:  Be able to derive a formula for the minimum possible height of a binary tree with a given number of leaves (p.387), and apply this formula to put a lower bound on the worst-case number of binary decisions needed to decide a given problem.
· 11.2:  Be able to derive a lower bound on the height of a binary decision tree for any comparison-based sorting algorithm (p.388), and apply this formula to put a lower bound on the worst-case number of comparisons needed to sort an n-element list.
· 11.2:  Be able to draw and analyze a binary decision tree for binary search on a small array.

· 11.3:  What is a tractable problem?  intractable problem?  undecidable problem?
· 11.3:  Define/compare/contrast:  Class P ("polynomial"); class NP ("polynomially verifiable" or "nondeterministic polynomial"); class NPC ("NP-complete").
· 11.3:  Be familiar with some famous problems which might / might not be in P (p.396).

· 11.3:  Does P = NP?  See problem #10, p.403.
