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Study Guide for Final Exam
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Chapter 3:  Turing Machines

1. Formal definition of a Turing machine 

2. Turing machine terminology and notation:  configuration, start configuration, accepting configuration, rejecting configuration, halting configuration, looping TM, recognizer, decider, language recognized/decided by a TM.

3. Definition of what it means for a language to be Turing recognizable or Turing decidable.

4. Defining a TM:  (a) by a state diagram; (b) by an implementation description (includes information on how the TM moves its head and how it manipulates the symbols on its tape); (c) by a high-level description (use English prose, beginning with a description of the input format; suppress implementation-level details).
5. Describe these variants of Turing machines and tell whether or not they have greater power than the standard TM to recognize or decide languages:  (a) multi-tape TM; (b) nondeterministic TM (including, how does such a TM compute on an input).

6. Definition of what is an algorithm, and state the Church-Turing Thesis.

7. Problems similar to Chapter 3 exercises:  #1, 2, 7, 8, 15abcde, 16abc
Chapter 4-5:  Decidability and Undecidability
1. If M is a DFA, what is <M>?  Similarly, if M is an NFA, regular expression, PDA, CFG, TM, graph, integer, etc.

2. Define the following languages (these are examples of decidable languages):  ADFA; ANFA; AREX; EDFA; EQDFA; ACFG; ECFG.

3. Define the following languages (these are examples of undecidable languages):  ATM; HALTTM; ETM; REGULARTM; EQTM; ALLCFG; EQCFG; PCP.

4. Prove that if L is decidable, then the complement of L is also decidable.

5. Prove that if L is recognizable, and the complement of L is recognizable, then L is decidable.

6. Use the fact that ADFA is decidable to prove ANFA is decidable.

7. Prove EQDFA is decidable.

8. Use the fact that ATM is undecidable to prove HALTTM is undecidable.
9. Use the fact that ATM is undecidable to prove ETM is undecidable.

10. Problems similar to Chapter 4 exercises:  #1, 2, 3, 4, 11, 12

11. Problems similar to Chapter 5 exercises:  #2, 3, 17, 19, 20

Chapter 7:  Time Complexity
1. Definition 7.1, worst-case time complexity of a standard TM.

2. Definition 7.2, f(n) = O(g(n)).

3. Definition 7.3, f(n) = o(g(n)).

4. Analyze a given TM algorithm for big-O time complexity.

5. Definition 7.7, TIME(t(n)).

6. Definition 7.9, worst-case time complexity of a non-deterministic deciding TM.

7. Theorem 7.11, p.256.
8. Definition 7.12, P = 
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TIME(nk).

9. Reasonable encoding method for a positive integer input (p.259).

10. Examples of problems in P.

11. Definition 7.18, verifier for a language A.

12. Definition of NP.
13. Corollary 7.22, NP = 
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NTIME(nk).

14. The most famous unanswered question in Theory of Computation is .... ?  Illustrate with a diagram like Figure 7.26.
15. Problems similar to Chapter 7 exercises:  #1, 2, 6, 8, 10.
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