Mat 343
4-14-10
Exam 3 Study Guide

· Exam 3 will be given on Friday 4/23/10, over Chapter 5.  Be prepared for problems similar to those assigned for homework and worked as examples in the textbook and in class.
· There will be at least one proof on the exam.  Start with an outline based on a specific proof strategy, then work to fill in the details.
· Be prepared to state definitions for, provide examples of, and solve problems related to the following concepts:
1. Best-case / worst-case input for an algorithm; best-case / worst-case running time of an algorithm
2. Decision tree; lower bounds on efficiency for decision tree algorithms
3. Algebraic rules for manipulation of sums (box 5.1, p.282)
4. Closed forms for some common finite sums (box 5.2, parts a-c, p.282)

5. Using sums in algorithm analysis
6. Permutations for a set or bag
7. Combinations for a set or bag

8. Binomial theorem, Pascal's triangle

9. Discrete probability distribution, sample space, probability of an event, complement rule, probability of a union, probability of an intersection

10. Conditional probability, Bayes' Theorem, independent events

11. Binomial distribution B(n, p); binomial probability formula; using binomcdf and binompdf functions on calculator

12. Expectation of a discrete random variable; application to average-case running time of an algorithm
13. More on efficiency analysis for algorithms -- big theta, big oh, big omega, little oh notations (see handout)
14. Be able to prove:  θ induces an equivalence relation on the set of all functions of type 
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