CS 225J -- Algorithms




Name: ______________________
Exam #2
SAMPLE EXAM 2.4 – 4.1
1. (15 pts)  Consider the following algorithm.

ALGORITHM f(n)
// Input:  A positive integer n
if(n==1)
   return 1

else

   return f(n-1) + n*n*n

a.  What does this algorithm compute?

b.  What is the algorithm’s basic operation?

c.  Set up a recurrence relation for C(n), the number of times the basic operation is executed for input of size n, and solve the recurrence relation exactly.

e.  Write a simple, non-recursive algorithm for computing the function value f(n).  Is this non-recursive algorithm more time efficient than the recursive algorithm?  Explain.
2. (15 pts)  Here is the bubble sort algorithm:

ALGORITHM BubbleSort(A[0..n-1])
// Input:  an array of numbers

// Result: the array is sorted into ascending order
for(i=0 to n-2)

   for(j=0 to n-2-i)

      if(A[j+1]<A[j])

         swap(A[j],A[j+1])
a) Sort the array A = [49, 86, 72, 49, 25] by bubble sort.  Clearly indicate the start of each pass through the array (the outer for loop).  Rewrite the row of values after each swap.

i = 0:
49
86
72
49
25
b) Write a sigma expression for the number of key comparisons made by bubble sort on an array of length n.
c) Use the formulas on p.470 to evaluate the sigma expression exactly.

d) Find the growth rate class (Ɵ) for the number of key comparisons made by bubble sort.
3. (5 pts)  We discussed the brute force string-matching algorithm, which takes an array T[0..n-1] of characters representing a text and an array P[0..m-1] of characters representing a pattern to be found in the text.  Suppose T is an array of 5000 zeros.  If P = [0,1,0,1,0], how many comparisons will the algorithm make in searching for P in T?  ___________

Show your calculation:
4. (5 pts)  Use the Master Theorem to find the order of growth (Ɵ class) for the following recurrence relation:  
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Show your calculation:

5. (10 pts)  For the “traveling salesman” problem, assume the input is a weighted connected graph G = (V, E, w), where V is a set of vertices, E is a set of edges, and w is a weight function:  for each edge
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, w(uv) is the distance from u to v.
a) Suppose I have never heard of the traveling salesman problem.  Describe it to me.  For input G = (V, E, w), what is the required output?

b) Write an algorithm for solving the traveling salesman problem.  Don’t write pseudocode, just write English; but be specific.  Describe your procedure, in English, step-by-step.

c) Discuss the time efficiency of your algorithm.  (Is it logarithmic?  Polynomial?  Exponential?  Worse than exponential?)  Explain.
6. (5 pts)  For binary search, the average-case efficiency (number of key comparisons) is logarithmic:  
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.  Suppose A has length 200,000 and an unsuccessful binary search for K in A takes one second.  About how many hours would this same search take if we used sequential search instead?
7. (10 pts)  Make a helpful diagram to show the operation of mergesort on the array 
A = [29, 25, 12, 17, 21, 14, 15, 28].  Also, count the number of key comparisons which will be used to accomplish this sort.
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