CS 225
Exam 1 Study Guide

10/9/08

Exam 1 will be given in class on Thursday 10/16 (2 pm).  It will cover the following sections from our textbook:

· 1.1  What is an algorithm?

· 1.2  Fundamentals of algorithmic problem solving

· 1.3  Important problem types

· 1.4  Fundamental data structures

· 2.1  Analysis framework

· 2.2  Asymptotic notations and basic efficiency classes

· 2.3  Mathematical analysis of nonrecursive algorithms

· 2.4  Mathematical analysis of recursive algorithms

· 3.1  Selection sort and bubble sort (brute force)

· 4.1  Mergesort (divide and conquer)

· 4.2  Quicksort (divide and conquer)

You should study by reviewing the reading and the assigned homework problems.  Suggested topics to focus on from the reading:

· 1.1:  what is an algorithm
· 1.2:  algorithm design and analysis process (figure 1.2)

· 2.1:  measuring an input's size; measuring running time; orders of growth; worst-, best-, and average-case efficiency; efficiency is important for LARGE input sizes, not small ones
· 2.2:  big theta notation:  definition p.55, picture p.55, proving with a limit p.57; basic efficiency classes p.59

· 2.3: general plan for analyzing nonrecursive algorithms p.62

· 2.4: setting up recurrence relations, solving with forward substitution, solving with backward substitution

· 3.1: analyzing selection sort; analyzing bubble sort

· 4.1: typical divide-and-conquer technique (figure 4.1); applying the Master Theorem; analyzing mergesort, both exact number of key comparisons (worst case) and big theta class

· 4.2: analyzing quicksort, both exact number of key comparisons (best case, worst case) and big theta class; importance of a good pivot selection method

