Math 217
Agenda #5
1. Section 4.4:  Mean and Variance of a Random Variable
a. Discrete Random Variables

i. The mean of a discrete random variable is the weighted average of its possible values, where the weights are given by the corresponding probabilities:
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It is the horizontal balancing point of the probability histogram for X and measures the center of the possible values for X.
ii. The variance (
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) of a discrete random variable is the weighted average squared deviation from the mean:
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The standard deviation (
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) is the square root of the variance: 
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iii. The variance and standard deviation measure the amount of spread away from the mean.  

iv. The units for variance are the squared units for X.  The units for mean and standard deviation are the same as the units for X.
b. Continuous Random Variables
i. The mean of a continuous random variable is found by calculus.  It is the horizontal center of mass (imagine that the area under the curve is cut out of plywood with a jigsaw.  Where would it balance?)  It measures the center of the distribution.
ii. If the density curve is symmetrical, then the mean equals the median (50%ile). 

iii. Even though we can’t calculate the mean of a skewed density curve without calculus, we do know that a density which is skewed left will have the mean left of the median, and vice-versa for skewed right.

iv. The variance of a continuous random variable is found by calculus.  It measures the amount of spread away from the mean.  Even though we can’t calculate the variance of a density curve without calculus, we can visually compare two density curves with the same basic shape and determine which has the larger variance.

v. As always, the standard deviation is the square root of the variance.

c. Rules for means and variances when adding/subtracting random variables.
i. For any random variables X and Y: 
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ii. For independent (uncorrelated) random variables X and Y:  
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iii. In general, if ρ is the correlation between X and Y, then:
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d. Rules for Linear Transformations of Random Variables

If a and b are constants determining a linear transformation a + bX, then: 
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e. Caution:  If X represents a random variable, then X + X ≠ 2X !  For example, the variance of X + X is twice the variance of X, but the variance of 2X is four times the variance of X.  Be careful when using symbols for random variables, they don’t follow all the same rules as symbols for real numbers.
f. Law of Large Numbers:  In random sampling from distribution X , if sample size n is sufficiently large, then 
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 (mean of the sample values) will be close to the overall mean 
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