Math 217
Agenda #3
1. Continuity Correction  (handout)

2. Binomial Distribution (handout)

3. Chapter 2 Introduction
a. Two variables measured on the same individuals are associated if some values of one variable tend to occur more often with some values of the second variable than with other values of that variable.  Examples:  height (of an adult person) and gender; economic wealth (of a country) and infant mortality rate; hours per day spent in front of the TV or computer (for a child) and BMI. 

b.  In examining the relationship between two or more variables, ask:

i. What are the individuals?

ii. What are the variables and how are they measured?

iii. Do you hope to show that one of the variables can explain variation in another variable?  If so, you have an explanatory variable and a response variable.

c. As in Chapter 1, to investigate a possible association between two variables,

i. Start with a graphical display of the data

ii. Look for overall patterns and deviations from those patterns.

iii. Use numerical summaries to describe specific aspects of the data.

iv. Use a mathematical function, if possible, to model the association.

4. Section 2.1: Scatterplots

a. Use a scatterplot to display the relationship between two quantitative variables.  Each individual’s data values generate a point on the scatterplot.

b. If there’s an explanatory variable, always place it on the x (horizontal) axis.

c. Plot points with different colors or symbols (a labeled scatterplot) to incorporate a third, categorical, variable.

d. In examining a scatterplot, look for form, direction (if any), strength, and outliers.

e. Some forms to watch for:

i. Linear

ii. Curved or Nonlinear (specify type, if possible:  quadratic, exponential, etc.)
iii. Clusters

iv. Unformed “blob”, indicating a lack of association

f. The overall direction is positive if the values of y tend to increase as the values of x increase.  The overall direction is negative if the values of y tend to decrease as the values of x increase.  There may not be a consistent overall direction.

g. The strength of a relationship or association is determined by how close the points in the scatterplot lie to a simple function such as a line, parabola, etc.  If the form is a “blob”, then the relationship is very weak or nonexistent .  In the next section, we learn a mathematical way to measure the strength of the linear association between the variables.
5. Section 2.2:  Correlation.  Suppose we have data on variables x and y for n individuals.  The correlation (r) measures the direction and strength of the linear relationship between two quantitative variables.

a. Correlation is the adjusted average product of the standardized x- and y-values for each individual in the data set.  Standardize xi , for example, by finding 
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.  See p.124.
b. See p.125:  7 properties of correlation.  Good exam questions!
c. See PowerPoint, scatterplots 1.  Note that when SPSS puts a regression line (linear model for the relationship) on a scatterplot, it reports “R sq linear” which is just the square of the correlation.  More about this in the next section on regression lines.

6. Section 2.3:  Regression.  Least-squares regression is used to describe a linear relationship between an explanatory (x) and response (y) variable.

a. The least-squares regression line is the straight line 
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 that minimizes the sum of the squares of the vertical distances of the observed y-values from the line.  It is found by mathematical formulas (derived by calculus), or by software (calculator, SPSS, etc.). 
b. To find the regression equation on your calculator, enter the x-data into L1 and the y-data into L2.  [First time:  Start with CATALOG > DiagnosticOn > Enter.]  Then STAT > CALC > 8: LinReg(a+bx) > Enter.  

c. You can use a regression line to predict the value of y for any value of x by substituting this x into the equation of the line.  
d. The regression line always goes through the point 
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 -- when x is “average”, the line predicts that y will also be “average”.

e. Extrapolation beyond the range of x-values spanned by the data is risky, since it is not backed by relevant data.  Only use x-values which are within the range of the x data, or close to it.  (Mild extrapolation is acceptable.)
f. The slope b of a regression line 
[image: image4.wmf]bx

a

y

+

=

ˆ

 is the rate at which the predicted response 
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 changes along the line as the explanatory variable x changes.  Specifically, b is the predicted change in y when x increases by 1.  The units for the slope are based on the units for x and y; since slope is change in y over change in x, slope units are “y units per x units.”
g. The intercept a of a regression line 
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 is the predicted y value when x = 0.  Of course, if x = 0 is nonsense then there is no sensible interpretation for the value of a.

h. The square of the correlation (r2 or R sq linear) is the “fraction of the variation in the y data which is explained by the regression on the x variable.”  It’s like a grade regarding how well the linear function models the situation.  As in real life, one would hope for a grade of at least .7 in most situations.
i. See PowerPoint, scatterplots 2.

7. Section 2.4:  Cautions about  Correlation and Regression – will discuss in lecture if time; otherwise, students need to read this section with care.  We’ll also work with residuals in lab.
a. Residual = observed y – predicted y = 
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b. Since y is the actual height of the data point and 
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is the height of the corresponding point on the regression line, the residual is positive if the point is above the line and negative if the point is below the line.

c. A residual plot is a scatterplot of the residuals against the x values.  Residual plots help us assess the fit of a regression line.  Most importantly, any observable pattern in the residuals is a pattern which was MISSED by the linear regression.  That is, if there’s an observable pattern in the residuals then a non-linear model is probably called for instead of a linear regression.

d. P.156 to 160:  outliers vs. “influential observations”; lurking variables; high correlation does not imply causation

e. Correlation only measures the strength of the LINEAR relationship; not appropriate for nonlinear associations.

f. Correlations based on averages will understate the amount of scatter and artificially inflate the correlation.
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