Math 217
Agenda #2

1. Calculator operations for Section 1.2.  (handout)

2. Section 1.3:  Density Curves and Normal Distributions
a. The overall pattern of a distribution can often be described by a density curve.
i. Two requirements for density curves

ii. Interpreting areas beneath density curves

iii. Mean (
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) of a density curve’s distribution is the horizontal center of mass (balance point).  Can be estimated visually; can be found exactly by symmetry (if curve is symmetric) or by calculus.
iv. Median of a density curve’s distribution is the equal-areas point on the horizontal axis.  If the curve is symmetrical about the mean, then the mean and median are equal.  If the curve is skewed left (or right), the mean is pulled left (or right) of the median.  The median can be estimated visually, or calculated exactly by calculus.
v. Standard deviation (
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) of a density curve’s distribution is not easy to visualize from the curve, and in general requires calculus to calculate.  But, we can compare two curves with similar shapes and see which has the larger standard deviation.  It measures the horizontal spread away from the mean.
vi. Geometric examples:  uniform density, triangular density
b. The most important type of density curve for basic statistics is the normal density.

i. Normal distributions are symmetric, unimodal, bell-shaped – the classic “bell curve”
ii. A normal density curve is completely characterized by its mean and standard deviation.  The mean µ is at the center of symmetry (equals the median), and the standard deviation σ measures the horizontal distance from the maximum point of the curve to either inflection point of the curve.  The mean can be any real number; the standard deviation can be any positive real number.
iii. 
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c. Standardizing and the Standard Normal Distribution

i. 
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, the normal distribution with mean 0 and standard deviation 1, is called the standard normal distribution.

ii. Standardize an observation x from a distribution with mean µ and standard deviation σ by calculating its z-score:  
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.   How to interpret a z-score…

iii. Standardizing any normal distribution 
[image: image6.wmf])

,

(

s

m

N

 yields the standard normal distribution, and all normal distributions follow the 68-95-99.7 rule.

iv. If 
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 then the standardized variable 
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 has the standard normal distribution 
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d. Table A calculations.

i. Table A, in the front cover of your textbook, gives the standard normal probabilities (proportions) P(Z < z) for z from -3.40 to +3.49.  

1. Use the left page if z is negative, the right page if z is positive.  

2. Choose the row based on the value of z (as close as possible) and choose the column based on the second digit to the right of the decimal point in z.  

3. The four-decimal-digit number determined by the row and column for z is the corresponding probability/proportion (area left of z under the standard normal density curve).

4. What if z < -3.40?  What if z > +3.49?

ii. Use Table A to find a cumulative proportion P(Z < z), the proportion of the standard normal distribution which lies to the left of z.  This is a forward calculation with Table A.  See Exercises 1.92, 1.93, 1.97, and 1.102, for example.
iii. Use Table A in a reverse manner to find the cutoff z for a given proportion.  This is a reverse calculation with Table A.  See Exercises 1.94, 1.95, 1.106, and 1.107, for example.
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