Math 217





Name: ______________________
Lab 7:  Correlation, Regression, 


Computer # ________
              and Residuals with SPSS
Due date: _______________
Today’s lab will lead you through the necessary steps in SPSS to create scatterplots and residual plots, as well as calculate correlation (r) and regression coefficients 
(a = intercept, b = slope).  
1. Use Internet Explorer to find lab 7 data part 1 on our class website.  Save the file to your folder inside My Documents.  Also save lab 7 data part 2, then quit Explorer.
2. Start SPSS and open the data file for part 1.
3. These are data you may have seen before which relate the fuel consumption (y) and speed (x) of a British Ford Escort.  This is a situation where linear regression does not provide a reasonable model for the relationship between the x- and y- variables, because the form of the association is non-linear (curved).
4. Make a scatterplot for "Fuel Consumption vs. Speed."  Include an appropriate title and a fit line at total.
5. If a linear regression model is a good fit to the data, the correlation should be close to _____ .  Find the correlation between speed and fuel used: r = _________
6. To calculate the coefficients for the regression line model (the "fit line"), use the analyze menu:  Analyze > Regression > Linear.  
· Put Fuel Used into the Dependent (response, y-variable) slot.  
· Put Speed into the Independent (explanatory, x-variable) slot.  
· Click OK.  
· Delete the first three tables (extraneous output).
7. In the Coefficients table, the first column of numbers ("Unstandardized Coefficients -- B") shows the intercept and slope for the regression line equation.  
The form of the regression line equation is 
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 where x is the independent variable (horizontal axis), 
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("y hat") is the predicted value of the dependent variable (vertical axis), a is the intercept, and b is the slope.  a and b are the "coefficients" in the equation.  
In this example, the slope of the fit line is negative, so you should be able to figure out which number is a and which is b in the coefficients table:

· Intercept is a = ________

· Slope is b = ________

· Equation is 
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8. According to the regression equation, if a British Ford Escort is going 60 km/hr, what is the estimated rate of fuel consumption?  _________  Show your work:

9. According to the regression equation, if a British Ford Escort increases its speed by 20 km/hr, the rate of fuel consumption will ______________ (increase? decrease?)  by _______________ (include units).  Is this a reasonable prediction?

10. According to the regression equation, if a British Ford Escort is going 0 km/hr, the rate of fuel consumption will be _______________ .  Is this a reasonable prediction?

11. Use Chart Editor to add a footnote to your scatterplot.  Inside the footnote, tell the equation of the fit line:  "Fit line is y-hat = ... " (fill in your equation from above).  Close the Chart Editor.

12. In regression analysis, the residuals measure the vertical distance between the data points and the regression model:  residual = 
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 (actual y-value minus predicted y-value).  

· If a data point falls above the regression line, its residual will be _______ (positive? negative?)
· If a data point falls below the regression line, its residual will be _______ (positive? negative?)

· If the regression line is a good model for the scatterplot, the residuals will be small and will fluctuate "randomly" around the value 0.

13. Bring up the Data View and make a scatterplot of the residuals against the speed (put residuals on the vertical axis, speed on the horizontal).  In the titles tab, enter “Residual plot for Fuel Consumption vs. Speed”.  Include a regression line as before.  Notice that the residuals do not look random.
Now look back over your output and answer some questions.

(i)  Look at the first scatterplot – fuel consumption vs. speed.  
(a)  What is the form of the association in the scatterplot:  linear? non-linear? clusters?  no clear association (unformed blob)?  __________
(b) The slope of a line always represents “change in y per change in x,” so for slope units, we take y units per x units.  In this example, the x units are km/hr and the y units are liters/100 km.  What are the slope units (just form a ratio, don't simplify):
(c)  What proportion of the variation in the fuel consumption data is explained by the regression on speed (hint:  this is r2):  __________ .  Is the linear association strong, moderate, or weak?  Explain:
(d)  Is it reasonable to use the regression equation to predict y from x for these data?    ________  Does the linear model accurately model the association seen in the scatterplot?  ________  Explain:
(ii)  Look at the correlations table.  What is the correlation (r) between speed and fuel consumption in this example?  __________  
(iii)  Look at the residual plot (the second scatterplot).  In general, if the variables have a linear association, the residual plot will be an unstructured randomly-scattered horizontal band of points.  What non-random“structure” (shape) do you see in this residual plot? ______________  

Any shape visible in the residual plot is a shape which should have been captured by the regression model (by using a differently-shaped regression model).
PART TWO:  This second example is a situation where a linear regression model is perhaps reasonable (you will decide).  A study of nutrition in developing countries collected data from the Egyptian village of Nahya. The mean weights (in kilograms) for 170 infants in Nahya who were weighed each month during their first year of life are contained in the file lab 7 data part 2.  
1. Open the data file.
2. Generate a scatterplot, including the regression line and a title, for mean weight versus age.  Make age the explanatory variable.  
3. Use SPSS to find the equation of the regression line:  
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4. According to the regression equation, if an infant in Nahya is 5 months old, his/her weight is predicted to be ______________ .  Show your work:

5. According to the regression equation, infants in Nahya gain weight at the rate of ________________ on average.  (Include the correct units.)  Is this a reasonable estimate?

6. According to the regression equation, the average birthweight of an infant in Nahya is ___________ .  Is this a reasonable prediction?

7. Use Chart Editor to add a footnote to your scatterplot, telling the equation of the regression line.
8. As before, generate a residual plot and a correlations table.  The correlation between mean weight and age is r = ______________ .

Now look back over your output and answer some questions.
(i)  Look at the first scatterplot – mean weight versus age.  

(a)  What is the form of the association in the scatterplot:  linear? non-linear? clusters?  no clear association (unformed blob)?  __________
(b) The slope of a line always represents “change in y per change in x,” so for slope units, we take y units per x units. What are the slope units in this example?

(c)  What proportion of the variation in the mean weight data is explained by the regression on age (hint:  this is r2):  __________  How strong is the linear association between the variables?  _______________  Explain:
(d)  Is it reasonable to use the regression equation to predict y from x for these data?  ________ Does the linear model accurately model the association seen in the scatterplot?  ________  Explain:
(ii)  Look at the correlations table.  What is the correlation (r) between age and mean weight in this example?  __________  

(iii)  Look at the residual plot (the second scatterplot).  In general, if the variables have a linear association, the residual plot will be an unstructured randomly-scattered horizontal band of points.  What non-random“structure” (shape) do you see in this residual plot? ______________  
(iv)  Keeping in mind your answers to both (ii) and (iii), what do you conclude about using linear regression to predict mean weight from age in this example? 
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