Graph Theory Definitions
Winter 2008
1.  Undirected Graphs

A (finite, simple, undirected) graph is a 2-tuple (V, E) where V is a finite set of vertices or nodes, and E is a set of  2-element subsets of V representing edges.  A simple undirected graph has no loops and no repeated (or “parallel”) edges.  Edges can only connect distinct vertices, and no pair of vertices can be connected by more than one edge.

By drawing a dot for each vertex and joining two dots by a line whenever the corresponding edge is in E, we can represent a graph visually.  For example, use the space below to draw the graph which is defined as follows:  G = ( {1,2,3,4,5}, {{1,3},{3,4},{4,1},{2,5}} ).

For any graph G, we write V(G) to denote G’s vertex set, and E(G) to denote G’s edge set.  For example, if G is the graph drawn above, then V(G) = {1,2,3,4,5} and                                           E(G) = {{1,3},{3,4},{4,1},{2,5}}.  The order of G (denoted |G|) is defined to be the number of vertices in G:  |G| = |V(G)|.  The graph above has order 5.  We will only consider finite graphs, but in some settings infinite graphs are allowed.
The empty graph, denoted G = (
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,) or, in abbreviated form, G = 
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, is the graph with no vertices and no edges.  It is trivial in the sense of being uninteresting, but may be needed occasionally in a proof by induction.  Any graph of order 1 (one vertex, no edges) is also “trivial”.  Any graph of order 2 or more is called nontrivial.
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[image: image4.wmf])

,

(

E

V

¢

¢

 is a subgraph of a graph 
[image: image5.wmf])

,

(

E

V

 if 
[image: image6.wmf]V

V

Í

¢

 and 
[image: image7.wmf]E

E

Í

¢

.  

A vertex v is incident with an edge e iff v
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e; then we say e is an edge at v.  The two vertices incident with an edge are its endvertices or ends.  An edge joins its ends.  An edge such as {v,w}, which joins v and w, can be denoted without punctuation as either vw or wv (these are synonymous for unordered graphs).  
Two vertices v and w in graph G are adjacent iff they are joined by an edge:  vw 
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 E(G).  G is complete iff every pair of distinct vertices in G are adjacent:  For all x,y in G, either    x = y or xy 
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 E(G).  Draw a complete graph on four vertices in the space below.
A non-empty path from x0 to xn is a sequence of edges of the form                                     P =  <x0x1, x1x2, … , xn-1xn>  and is usually denoted by the corresponding unpunctuated sequence of vertices:  P = x0 x1 x2… xn.  (Most graph theory books stipulate that the sequence of edges in a path may not have repeated edges, but we will not make this requirement.)  The ends of the path P = x0 x1 x2… xn are x0 and  xn; they are linked by the path. Of course, since the graph is undirected, the paths x0 x1 x2… xn and xn xn-1 xn-2… x0  are equal.  An empty path has no edges, and its “ends” are a single vertex x0.  The length of a path is determined by its number of edges, and an empty path has length zero.
A graph is connected iff for all pairs of vertices x and y, there exists a path linking x and y.

Any path which contains each edge of a graph exactly once is called an Euler path.  Any Euler path which begins and ends at the same vertex is an Euler circuit.

A cycle is a path of length 3 or more which links a vertex to itself and has no repeated edges or vertices (except for ending at the same vertex where it started).  A graph with no cycles is called acyclic.  In the space below, draw (a) an acyclic graph, and (b) a graph with a 4-cycle but no 3-cycle.
2.  Directed Graphs

A (finite) directed graph or digraph is a 2-tuple (V, E) where V is a finite set of vertices and 
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 is a set of edges.  A digraph may have loops:  edges in a digraph may go from a vertex v back to the same vertex, like e = (v,v).  Two distinct vertices x and y can be connected by at most two edges, (x,y) and (y,x).
By drawing a dot for each vertex and joining two dots by an arrow whenever the corresponding edge is in E, we can represent a digraph visually.  For example, use the space below to draw the digraph which is defined as follows:  G = ( {1,2,3,4}, {(1,2),(2,3),(3,1),(4,4)} ).

Much of the terminology for undirected graphs can be applied in the obvious way to directed graphs.  for example, a non-empty path from x0 to xn is a sequence of edges of the form P =  <(x0,x1), (x1x2), … , (xn-1,xn)> and is usually denoted by the corresponding unpunctuated sequence of vertices:  P = x0 x1 x2… xn.  In a digraph, the paths x0 x1 x2… xn and xn xn-1 xn-2… x0  are NOT equal.  
A cycle in a digraph is a path of length 1 or more which links a vertex to itself and has no repeated edges or vertices (except for ending at the same vertex where it started).  For example, every loop is a 1-cycle in a digraph, and a pair of opposing edges (like (x,y) and (y,x)) form a 2-cycle in a digraph.  Remember, in an undirected graph, no cycle can have length less than three.
A digraph is connected if, when direction is ignored, the resulting undirected graph is connected.  In the space below, draw a connected digraph for which some pair of distinct vertices is not linked by an actual directed path.

3.  Multipgraphs

A multigraph (in contrast to a “simple” undirected graph) allows loops and repeated edges.  In the space below, draw a multigraph on vertices {1,2,3,4} so that there is a loop at 1, three edges connecting 1 and 2, an edge connecting 2 and 3, and two edges connecting 3 and 4.

A directed multigraph is a digraph which allows repeated edges.  For example, if you are using a digraph to represent options for flying among Cincinnati, New York, and Denver using Delta Airlines on a specific date, you could include an edge for each possible flight.  If there are five different flights from New York to Denver, then there would be a corresponding set of five parallel edges in the graph.

4.  More Terminology

The degree of a vertex is the number of edges with which that vertex is incident, except that “loop” edges increase the degree of a vertex by two (since both ends of the loop edge involve that same vertex).  For digraphs, the indegree of a vertex is the number of edges pointing at the vertex, whereas the outdegree of a vertex is the number of edges pointing away from the vertex.  In a digraph, a vertex is called a source if its indegree is zero, and a sink if its outdegree is zero.

A graph is n-colorable if there is an assignment of n colors to its vertices such that all pairs of distinct adjacent vertices have different colors.  The chromatic number of a graph is the smallest integer n such that the graph is n-colorable.  
A graph is planar if it can be drawn in the Cartesian plane in such a way that no edges intersect except at a common endvertex.  
A weighted graph (or weighted digraph, multigraph, etc.) includes an assigned value or “weight” for each edge.  The weights could be used to denote travel times or distances between cities, for example.  

Any digraph G with vertex set S can be interpreted as a binary relation on S:  for any elements x and y in S we say “x relates to y” iff  (x,y) is an edge in G.  In the space below, draw the digraph for the binary relation on {a,b,c,d,e} which relates vowels to vowels and consonants to consonants (an equivalence relation on {a,b,c,d,e}).
In graph theory, a tree is a connected acyclic graph.  To be more specific, this is a free or unrooted tree.  Rooted trees are more common in computer science, and are discussed at length in the next section.  Draw several different free trees on {1,2,3,4,5}.
Let 
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be a subgraph of G.  Then 
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is a spanning subgraph for G if 
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 spans G (that is, 
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includes all the same vertices as G).  If 
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is also a tree (connected and acyclic), we call it a spanning tree for G.  (Fact:  Every connected graph contains a spanning tree.)
A minimal spanning tree for a connected weighted graph is a spanning tree such that the sum of the edge weights is minimum among all possible spanning trees for that graph.  (See Prim's Algorithm.)  If a graph is unweighted, a minimal spanning tree is a spanning tree with the fewest possible number of edges.

5.  Rooted Trees

In computer science and other disciplines, "tree" usually means "rooted tree".  A rooted tree is a tree with a distinguished vertex called the root.  The root is typically indicated by drawing it at the top of the rooted tree.  For any vertex v in a rooted tree, its children are the adjacent vertices which lie directly below v.  If w is a child of v, then v is the parent of w.  A node with no children is a leaf.  Only the root has no parent.  
For the remainder of this section, "tree" means "rooted tree".

Since trees are connected, for any vertex v in a tree there is a path linking the root to v.  All the nodes along this path (including v itself) are the ancestors of v.  Similarly, if P is any path from v to a leaf, all the nodes along P (including v itself) are descendants of v.  The descendents of v form the subtree rooted at v.  The height or depth of a tree is the maximum length of any path in the tree.
If the children of each node are supposed to be ordered from left-to-right as drawn, we call it an ordered tree.  If the left-to-right placement of siblings is irrelevant, it's an unordered tree.  For example, draw an ordered tree to represent the algebraic expression 
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Since division and subtraction are not commutative operations, the left-to-right ordering of siblings is important in this example.

A binary tree is an ordered tree in which every node has at most two children.  Each non-root node in a binary tree is explicitly declared to be either a left child or a right child of its parent, and is drawn accordingly.  So, each node v has a left subtree L(v) consisting of all descendents of its left child, and a right subtree R(v) consisting of all descendents of its right child.  Of course, one or both of these could be an empty tree.  In any case, both of these trees are binary trees.
The subtree of T rooted at v can be represented by the 3-element list <L,v,R>.  The empty tree can be represented by the empty list, < >.  Thus, if v is a leaf, it determines the subtree < < >, v, < > >.

To store an ordered collection of elements in a binary tree, we can use a binary search tree (BST).  A BST is defined by the following property: for every node v, (1) all elements stored in the left subtree preceed the element stored at v, and (2) all elements stored in the right subtree come after the element stored at v.  For example, make a binary search tree of students' first names in this class:

6.  Traversals

A graph traversal starts at some vertex v (start at the root for rooted tree traversals) and "visits" all the vertices which can be reached from v by some path, creating a sequence of reachable vertices.  Each vertex is visited once.  Read about breadth-first and depth-first traversals in your textbook.  In order to avoid infinite loops in depth-first traversals, do not travel along any edge that would bring you to a previously-visited vertex.
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