
CS 335J:  Theory of Computation
Winter 2008
Professor:  Dr. Barbara Wahl

Email:  wahl@hanover.edu

Office:  Fine Arts 137 (x 7326)

Office Hours:  MWF 11:00 – 11:50, and by appointment
Course handouts & etc. available online:  vault.hanover.edu/~wahl
Course description: 
This course focuses on three traditionally central areas of the theory of computation:  automata, computability, and complexity.  These areas are linked by the question, What are the fundamental capabilities and limitations of computers?  This question goes back to the 1930s when mathematical logicians first began to explore the meaning of computation.  

What makes some problems computationally hard and others easy?  This is the central question of complexity theory.  Remarkably, we don’t know the answer to it, though it has been intensively researched for the past 3 decades.  We will explore this fascinating question and some of its ramifications toward the end of the semester.

Certain basic problems cannot be solved at all by computers.  In contrast to complexity theory, where the objective is to classify problems as easy or hard, in computability theory the classification is according to solvable or unsolvable.  Computability theory introduces several of the key concepts used in complexity theory.

Automata theory deals with the definitions and properties of mathematical models of computation.  These models play a role in several applied areas of computer science.  One model, called the finite automaton, is used in text processing, compilers, and hardware design.  Another model, called the context-free grammar, is used in programming languages and artificial intelligence.  We begin our study of the theory of computation with automata theory, since the theories of computability and complexity require a precise (mathematical) definition of a computer. 
Prerequisite:  CS 122

Textbook:  Introduction to the Theory of Computation, Second Edition, by Michael Sipser, 2006, Thomson Publ., chapters 0-5, and 7.  ISBN 0-534-95097-3
Class Participation:  Your active participation is essential to learning the material.  Your class participation grade will be based on your contributions to class discussions and your work at the board (quantity and quality).  I expect you to read the assigned material before class, to work through the examples and proofs to your own satisfaction, to attempt some of the related exercises, and to record any questions you may have.  Please meet with me outside of class if you are having difficulties.
Rubric:

· A participation grade of C denotes that you have been an active participant in class discussions and made a serious effort to master the concepts. 

· A participation grade of B denotes a daily demonstration in class discussions of your knowledge of concepts that you understand and questions about concepts and problems that you do not understand.  B-level students should make occasional presentations of their work at the board.

· A participation grade of A denotes all the above requirements have been met, plus you have made frequent high-quality presentations at the board.
Absences:  I expect and encourage you to come to class each day, except in case of serious illness or other emergencies.  If you do miss a class, I appreciate knowing why – please send me a brief email, or leave a voicemail message at x7326.  Absences obviously have a negative effect on your participation grade and on your learning.
Homework:  Will be assigned and collected weekly (approximately).  I will assign homework grades based on overall quality, correctness (spot-check), and completeness.
Labs:  On a typical Wednesday we will meet in the CFA Computer Lab to work on a lab exercise, starting with week 1 (1/9/08).  Our semester-long project will be to implement finite automata (DFA, NFA) and Chomksy Normal Form grammars using Java and Eclipse.  The labs will help you connect theory with practice, reinforce your programming skills, and distinguish this course from a "math" class.
Exams:  The tentative schedule is as follows; dates will be confirmed (or revised) in class as they draw near.  

· Exam #1, Friday 2/8/08
· Exam #2, Friday 3/21/08
· Exam #3, final exam week 
Grading:  Your grade will be determined according to the following standards.
	Class Participation
	  15% 
	
	A
	93
	
	C
	73

	Homework
	  20% 
	
	A-
	90
	
	C-
	70

	Labs
	  15%
	
	B+
	87
	
	D+
	67

	3 Exams
	  50%
	
	B
	83
	
	D
	63

	                    Total
	100%
	
	B-
	80
	
	D-
	60

	
	
	
	C+
	77
	
	F
	0


Late Policy:  Turn in your assignments at the beginning of class on the due date.  A 10% per calendar day penalty will be levied for turning in a late assignment.  For example, if the assignment was due on a Friday and you turned it in the following Monday, that would be a 30% late penalty.
Computer Science Major -- Learning Objectives:  CS 335 contributes to the following computer science program objectives (rationale is presented in italics):
1a.  Educated:  Understand existing problems and solutions from a wide range of subfields in computer science.  Students explore questions and solutions in the subfield "Theory of Computation."
2a.  Skillful:  Demonstrate problem solving through the use of computer programming with attention paid to working code, elegance of solution, testing plan, documentation, examination of results, and usability.  Students exercise and improve their programming skills in weekly programming labs.
5.  Communicator:  Can communicate effectively in a variety of field-appropriate mediums, such as public speaking, technical writing, and web publishing.  Students improve their communication skills during class discussions and in written homework assignments.  Students are expected to present and defend their solutions to the class.  Proofs (the mathematical version of "technical writing") are a central feature of the course.
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	Week
	Date
	Day
	Assignment
	Content

	1
	7-Jan
	M
	 
	Introduction

	 
	9-Jan
	W
	 
	Lab 1: Alphabet 1

	 
	10-Jan
	R
	 
	No Class

	 
	11-Jan
	F
	0.1, 0.2
	Mathematical Terminology

	2
	14-Jan
	M
	0.3, 0.4
	Definitions, Theorems, Proofs

	 
	16-Jan
	W
	 
	Lab 2: Alphabet 2

	 
	17-Jan
	R
	1.1
	Finite Automata

	 
	18-Jan
	F
	1.1
	Finite Automata

	3
	21-Jan
	M
	1.2
	Nondeterminism

	 
	23-Jan
	W
	 
	Lab 3: DFA 1

	 
	24-Jan
	R
	1.2
	Nondeterminism

	 
	25-Jan
	F
	1.3
	Regular Expressions

	4
	28-Jan
	M
	1.3
	Regular Expressions

	 
	30-Jan
	W
	 
	Lab 4: DFA 2

	 
	31-Jan
	R
	1.4
	Nonregular Languages

	 
	1-Feb
	F
	1.4
	Nonregular Languages

	5
	4-Feb
	M
	2.1
	Context-free Grammars

	 
	6-Feb
	W
	 
	Lab 5: DFA 3

	 
	7-Feb
	R
	
	review

	 
	8-Feb
	F
	 
	exam 1, through 1.4

	6
	11-Feb
	M
	2.1
	Context-free Grammars

	 
	13-Feb
	W
	 
	Lab 6: NFA 1

	 
	14-Feb
	R
	2.2
	Pushdown Automata

	 
	15-Feb
	F
	2.2
	Pushdown Automata

	7
	18-Feb
	M
	2.3
	Non-context-free Languages

	 
	20-Feb
	W
	 
	Lab 7: NFA 2

	 
	21-Feb
	R
	2.3
	Non-context-free Languages

	 
	22-Feb
	F
	3.1
	Turing Machines

	 
	 
	 
	 
	Winter Break 2/25 - 2/29

	8
	3-Mar
	M
	3.2
	Variants of Turing Machines

	 
	5-Mar
	W
	 
	Lab 8: NFA 3

	 
	6-Mar
	R
	3.3
	The Definition of Algorithm

	 
	7-Mar
	F
	3.3
	The Definition of Algorithm

	9
	10-Mar
	M
	4.1
	Decidable Languages

	 
	12-Mar
	W
	 
	Lab 9: CNF 1

	 
	13-Mar
	R
	4.2
	The Halting Problem

	 
	14-Mar
	F
	4.2
	The Halting Problem
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	10
	17-Mar
	M
	5.1
	Undecidable Problems from Language Theory

	 
	19-Mar
	W
	 
	Lab 10: CNF 2

	 
	20-Mar
	R
	
	review

	 
	21-Mar
	F
	 
	exam 2, through 4.2

	11
	24-Mar
	M
	5.2
	A Simple Undecidable Problem

	 
	26-Mar
	W
	 
	Lab 11: CNF 3

	 
	27-Mar
	R
	5.3
	Mapping Reducibility

	 
	28-Mar
	F
	5.3
	Mapping Reducibility

	12
	31-Mar
	M
	7.1
	Measuring Complexity

	 
	2-Apr
	W
	 
	Lab 12: CNF 4

	 
	3-Apr
	R
	7.2
	The Class P

	 
	4-Apr
	F
	7.3
	The Class NP

	13
	7-Apr
	M
	7.3
	The Class NP

	 
	9-Apr
	W
	7.4
	NP-completeness

	 
	10-Apr
	R
	7.4
	NP-completeness

	 
	11-Apr
	F
	 
	review

	14
	 
	 
	 
	Final Exam


1

