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Abstract

 
Research has been going on for close to a hundred year over the divorce rate.  Some have focused on the effect from the great depression, some on the two World Wars, and other have looked at the effect from the no-fault divorce that pass around the 1970’s, my focus will be on this as well.  The no-fault law made the process of getting divorced easier and during the time the law was passed by each state, divorce rates were at all time highs.  Many experts want to say the passing of the law was the main reason for high divorce rate throughout the United States.  However, others do not want to give the no-fault law all the credit.  In my model, very little affect is made by the no-fault divorce law; moreover, education, race and married couples with children had a much larger role in the divorce rate within a state.     
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Introduction

Marriage is a big commitment in most people’s lives and an event that they look forward towards. When most people get married they feel the happiest they have ever felt, but not all marriages last forever.  Married couples would not get married if they knew their marriage would end in divorce.  Therefore, when couples get married they assume divorce will not happen to them.  But in the United States in 2005, about ten percent of the population was divorced (U.S. Census Bureau).  Many determinants for divorce rate have been studied for many years.

What are some socioeconomic factors affecting divorce rate?  That is the question my model is suppose to answer, and mainly what factors are more significant than others.  I started out thinking about divorce on an individual basis, because in less than a year and a half I will be making the plunge and getting married and I definitely do not want it to end in divorce.   However, when I started my research and searching for data to help prevent my marriage from ending in divorce, I found more related data on states than individuals.  Therefore, I am focusing on comparing states to each other, not individuals.  Some of the state wide factors affecting divorce rate seem to be education, race, and whether or not you have children during the marriage. 

My data was found on the United States Census Bureau website, under American Factfinder.  It was easy to find, but I had to personal input all the data.  There was no simple way to upload the data onto an excel worksheet.  Using my data, I found some interesting discoveries such as researchers over about the past twenty-five years have went back and forth on whether or not the no-fault divorce had a significant factor in the divorce rate, and in my finding the variable was significant but it did not effect the divorce rate more than a tenth of a percentage point.  So it seemed everyone spent a lot of time on studying the variable but it had little to no effect.  
Another finding was an educated state has a much lower divorce rate and an uneducated state.  This finding would be good information for state governments, and push their states to have higher education.  Now, I will go through more literature and variables that I have studied and tested.  

Literature Review

The divorce rate determinants have been studied for many years.  I will focus on the major studies done over the past 30 years.  The first of all, divorce rate can be defined as the annual number of divorces per thousand people in each state.  Becker, Landes, and Michael (1977) did a cross-sectional model with all fifty states and found that gains from marriage have a large effect on whether an individual gets divorced or stays married.  These gains are measured in monetary wealth.  If the divorce cost is low relative to wealth and both of the individuals desire to get out of the marriage, then the marriage should be ended.  If the couple is relatively poor, there are fewer limitations to getting divorced. If a person is not making much money and his or her spouse is continuously unemployed, then not much will be lost from getting divorced.  However, if the spouses are both relatively rich then there would be more lost if one of the incomes were cut-off from a divorce.  In this case, it would be harder to justify a divorce.  

Another result from Becker (1977) describes the gains from the increased number of women in the workforce.  His results show that as more women enter the workforce with men, the likelihood of getting divorced will increase.  When he did the study in 1977, men had a comparative advantage in the workforce and women had a comparative advantage at taking care of the house jobs and children. As more women enter the workforce, the male comparative advantage will decrease.  When men no longer have a comparative advantage, women will not have to rely on the men as the main financial supporters.  Therefore, it will be relatively cheaper to get divorced if men and women are involved in the workforce.  
Another cross-sectional study was done by Peters in 1986 that included the unilateral divorce law as an independent dummy variable (Friedberg 1998). Her model was a cross-sectional model looking at the divorce rate on an individual basis (Peters 1992). She compared the divorce rate in 1970, before the law passed, and 1980, after law was passed in states, to see if the change in the divorce rate could be caused by the new law passing.  Unilateral divorce law makes it easier to get divorced.  Couples can file for divorce without the consent of the other, and the process will be over in about a month or less.  This goes back to Becker’s findings that if it is relatively cheaper to get divorced, the more likely a spouse will get divorced as they desire (Becker 1977).  Her conclusion was that the unilateral divorce law was insignificant in determining the divorce rate (Friedberg 1998).  
In 1992, Allen reexamined Peter’s model and found that there was significant evidence for including the unilateral divorce law for a cross-state model.  Then Peters came back with a response saying that if the regression was cross-state and not an individual case, then it would be a significant variable.  Peters did a regression for cross-state variable and found the unilateral divorce variable was positive and significant.  However, when Peters included extra variables, such as race, age, education, and income, the unilateral divorce variable became insignificant and a smaller coefficient.  Those additional variables were significant in her model. Therefore, Peters finally concluded unilateral divorce law did not significantly increase the divorce rate.  Also, she concluded that Allen’s model was not usable due to omitted-variable bias (Peters 1992).     
 Friedberg (1998) studied Peters and Allen’s cross-sectional of states models and observed whether it was better to add or leave out the unilateral law variable.  Friedberg found it was significant to include the variable.  Friedberg was interested in seeing the effects on each state and the amount of time a state had the unilateral law in place.  She concluded there was significance in the time the unilateral divorce law was passed and the divorce rate. 

Nakonezny, Rodgers, and Shull (1995) explained the cause of the unilateral divorce law being passed as a significant factor in the divorce rate.  Building on their model was Glen in 1997, and he states that the unilateral divorce law was more of an effect of the change in divorce rate and not a cause. In one of Glen’s tables, he shows that the divorce rate did not change that much comparatively from states with or without a unilateral divorce law.  His reasoning is that by the time the law was enacted, it had become redundant from laws that had already been put into place a few years prior.  He states, “the reason is probably that the adoption of no-fault divorce was a late and largely redundant step in the lowering of moral, social, and legal barriers to divorce… the ‘deinstitutionalization of marriage’ had already occurred” (Glenn 1997).  Now, Glen still says the inclusion of no-fault divorce is significant but is not a cause for divorce rates to rise; it is just a small effect on divorce rate (Glenn1997).   
Next, McKinnish (2004) used the amount of years the unilateral divorce law had been passed, and it was a cross-sectional of states model.  New variables to the model added were race and fraction of females in workplace.  McKinnish concluded that there was significance in all three variables.  She found that the longer the unilateral divorce law has been in effect in the state the higher the divorce rate.  The race variable was expressed as a dummy variable, interpreted as one given for black and a zero for anything else. Her model showed if that an individual is black and married, the more likely to get divorced increases by 10.2 percentage points compared to a white person.  Then for the fraction of females in workforce was significant as well.  The results showed when the fraction of women in the workforce increases from the 25 percentile to the 75 percentile women’s divorce rate would drop by 2.7 percentage points and men’s divorce rate would increase by a half of a percentage point (McKinnish 2001).   
Model

After reviewing the different models given throughout the literature review, I am ready to determine my model.  My dependent variable is divorce rate.  The divorce rate variable is defined as the percentage of divorces in each state in 2005. This will be a cross-sectional model of all fifty states.


The first independent variable is the percentage of the state population that lives in poverty.  Looking back at my research, the relatively poor married couples have a higher divorce rate than relatively rich married couples (Becker, Landes, and Michael 1977).  Researchers spoke about the relationship between monetary wealth of couples and the likelihood of them getting divorced.  My hypothesis is that the higher the percentages of people in each state that live in poverty, the higher the divorce rate.  Since this is a different variation of the test they conducted, I am not sure what will be the relationship between the entire state poverty rate and divorce rate.  Therefore, my prediction is an ambiguous relationship between the poverty variable and divorce rate.


The second independent variable is the number of years since the unilateral divorce law has been passed until 2005 for each state.  I used 2005 because it is the year in the rest of my data.  Since the no-fault divorce law made it easier to become divorced, I think there is going to be a positive relationship in the length the law has been in effect and the divorce rate in that state.  As Peters (1992) discussed, unilateral divorce law was significant when she used it as a cross-state variable.  Peters did have a few discrepancies in her conclusion of the model.  However, looking at McKinnish (2004), she concluded the inclusion of the variable was significant.  Therefore, including the unilateral divorce variable appears to be acceptable, and I predict a positive relationship between the variable and the divorce rate in each state.  


The third independent variable is the percentage of females age twenty to sixty-four that are involved in the workforce for each state.  If a woman is involved in the workforce, she could use her income to care for herself.  Additionally, since men have a comparative advantage in the workforce, if the percentage of women in the workforce increases, the male comparative advantage will decrease.  If men have less of an advantage, the lower the relative price of getting a divorce (Becker, Landes, Michael 1977).  Therefore, my hypothesis is the percentage of females twenty to sixty-four involved in the workforce will have a positive relationship to the divorce rate in a state.  


The fourth independent variable is the percentage of blacks that live in the state.  Both McKinnish (2004) and Peters (1992) used a race variable.  When Peters tested multiple variables, one being a race variable, she concluded that it was significant.  McKinnish came out with the same conclusion that the race variable was significant.  The only difference was that she used race as a dummy variable.  With the data available to me and doing a cross-state model, it would not work out properly to use a dummy variable.  However since the theory is there to include a race variable, I think it is necessary for me to have it in my model.  McKinnish found a positive relationship between this variable and divorce rate.  Nonetheless all the conclusion stated was that divorce rate was higher for being black than being white.  However I am comparing blacks to all other races not just whites, so I can not say which direction the relationship will be.  Therefore, for my predictions, I am uncertain of the type of relationship the percentage of blacks in a state will have on divorce rate. The variable will be ambiguous.    


The fifth independent variable is the percentage of people that have received a bachelor’s degree or higher.  Intuitively, I think that more educated a person is, he/she will be older and wiser, which would likely be able to know what type of person will match their own personalities.  In Peters (1992) study, she used the education variable for the percentage of people that had graduated high school or more.  Her variable was significant and had a negative relationship, but her study was done in 1992 and graduating high school does not put you at an advantage over anyone else.  Plus, kids are still young enough to make irrational decisions, and that is why I moved the variable up to the level of a bachelor’s degree or more.  However, when I moved my variable up to the bachelor degree or more, I came across another problem. As Becker, Landes, and Michael (1977) stated, the more a woman can support herself, the easier it will be to justify a divorce.  In this case, both couples will potentially be making more money and neither will have a comparative advantage.  Therefore, my prediction is that there is an ambiguous relationship between the education variable and divorce rate.  


The sixth independent variable is the percentage of married couple with children in a state.  Most of the studies for this variable have been done by looking at children develop after the divorce.  I want to see if parents either try harder to stay together after they are married or if they are sure their spouse is the right one before they have children.  If a child was involved in the decision to get a divorce, parents would want to be with their child.  Therefore, they would try to work out issues within the marriage for their child’s sake.  Parents do not want any harm done to their children, but a divorce potentially could lead to this.  A report by Hughes (2007) stated that children with divorced parents have a greater risk at being abused, and having problems in the classroom.  Many other articles are available that mention the same type of statistics.  Thus, I think married couples with children will make it the last option to get a divorce.  Furthermore, I predict a negative relationship between the divorce rate and the percentage of married couples with children in a state.   


Studies I have researched show a linear relationship among the independent variables best fits the model. The model is as follows:

DRi = β0 + β1(POV)i + β2(NFL)i + β3(FWF)i + β4(RACE)i + β5(EDU)I – β6(MC) i +  Єi

Variables:

DR = Percentage of divorces in a state  

POV = Percentage of population within a state that lives in poverty 

NFL = 2005 minus the year the unilateral divorce law was passed in the state 

FWF = Percentage of females age twenty to sixty-four that are in the workforce in a state

RACE = Percentage of blacks that live in the state

EDU = Percentage of people received a bachelor’s degree or higher in the state

MC = Percentage of married couples with children in a state


My main hypothesis for the model is the no-fault law variable.  Using my research from my literature review, the main question experts were worried about was if the unilateral divorce law has a significant effect on divorce rate.  Since there was no direct answer to the question, I would like to see if I can bring more light the discussion. 

POV 

            NFL



FWF 

            RACE

Ho: β1 = 0 

Ho:  β2 < 0


Ho:  β3 < 0

Ho:  β4 = 0

Ha: β1 ≠ 0 

Ha:  β2 > 0


Ha:  β3 > 0

Ha:  β4 ≠ 0

EDU


MC

Ho:  β5 = 0

Ho: β6 > 0

Ha:  β5 ≠ 0 

Ha: β6 < 0

F-Test:

Ho:  β1 = β2 = β3 = β4 = β5 = β6 
Ha:  Ho is not true


After the regressions are ran, first thing to consider are problems with the model.  Looking for econometric issues always needs to be addressed.  Since I have reviewed many previous studies, I do not think I have omitted any variables.  But I still need to be aware of the chance that there is an omitted variable.  Running a Ramsey Re-set test will allow me to test for omitted variables.  

Another problem that could occur in the model is multicollinearity.  The variables do not appear to be perfectly correlated, but imperfect correlation is likely. The poverty variable could be affecting the female in workforce variable.  If the state has a high poverty rate, many people will be unemployed and that will affect the amount of women in the workforce.  I do not think there will be a high enough correlation between the two variables where I will end up dropping the variable.  Also, the education variable may affect the poverty variable.  If a state has many educated adults, the state will more than likely have more people with better paying jobs.  Therefore, the state will not be in a position of poverty.

I will also test for heteroskedasticity because it is a common issue found in cross-sectional models.  Running a white test will allow for me to see if heteroskedasticity is a main concern, and if it is a problem, there are multiple corrections available. Also conducting a Park Test will see if heteroskedasticity is an issue.  

The last test conducted will be for serial correlation.  Evaluating the Durbin-Watson stat and comparing it to the Durbin-Watson table will show if serial correlation is occurring in the model. This issue is more for time-series models.  Therefore, one quick test to make sure serial correlation is not happening will allow me to move on to more important econometric issues for cross-sectional models.      
Data
My data was found on the United States Census Bureau webpage for American facts.  The data is taken from the year 2005, this year was the best because it had all the information I needed to keep the variables consistent.  Trying to find the year no-fault passed in each state took all the library staff and myself to locate it.  I found the dates in a previous econometric report on the web by Kristin Ratcliff.  The size of the data is seven variables for all fifty states in America (see table 9).  The variables are divorce rate defined as the percentage of divorces in each state in 2005, the percentage of the state population that lives in poverty, the number of years since the unilateral divorce law has been passed to 2005 for each state, the percentage of females age twenty to sixty-four that are involved in the workforce for each state, the percentage of blacks that live in the state, the percentage of people that have received a bachelor’s degree or higher, and the percentage of married couples with children in a state.    

Examining the summary statistics on table 8, a few interesting things to see are that maximum number of years the no-fault law has been affect is 42, but is has almost no effect on the divorce rate.  If one were to compare the maximum (Alaska) and minimum (Arkansas) states, holding all else equal, the difference in divorce rates using the second regression would be .0095. This is not even a one percentage change in divorce rate.  That is amazing since a lot of my research spoke about how much of an effect the passing of this law would have on divorce rates.  I think a statistic that is not surprising is the highest percentage of divorced individuals within a state is Nevada.  Also, Colorado has the highest percentage of individuals with bachelor’s degrees or higher.  Colorado is also above the average percentage of individuals that are divorced which is really interesting because the coefficient is negative. 

Empirical Results


To properly evaluate the six independent variables’ affect on divorce rate, a regression was conducted.  As stated in the model section, the expected signs for the independent variables are: negative for married with children, positive for females in the workforce and the no-fault law, and ambiguous for poverty, education, and race.  The first regression results can be found on Table 1. The regression equation is as follows:  

DR = 0.1800 – .1663EDU – 0.0265FWF – 0.1572MC + 0.0003NFL + 0.0331POV – 0.0581RACE


All of my expected signs held true except for the female in workforce variable instead it had a flipped sign.  Possible solutions to correcting this will be discussed later. The independent variables can be explained as follows.  A one percentage point increase in a state’s bachelor’s degrees earned will cause a .1663 percentage point decrease in the divorce rate in the given state, holding all else constant. A state with one percentage point increase in the amount of females in the work force will cause a 0.0265 percentage point decrease in the divorce rate in that state, holding all else constant.  If the percentage of married couples with children in a state increases by one point, the divorce rate will decrease by 0.1572 in that state, holding all else constant.  If a state has had the no-fault law on the books one year longer, the divorce rate will increase by 0.0003 in that state, holding all else constant.  I thought before I ran my regression that this variable would have a much larger affect on divorce rate, but its coefficient magnitude is very small.  If the percentage of individuals in the state that are below the poverty threshold ($9,973) increases by one point, the divorce rate will increase by 0.0331 within the state, holding all else constant.  If the percentage of African Americans living in the given state increases by one point, the divorce rate for the state will decrease by 0.0581, holding all else constant.

 Evaluating the significance of the variables is the next test shows how reliable they are in the model.  The hypothesis test is as follows:

Ho: β1 = 0; β2 < 0; β3 > 0; β4 < 0; β5 = 0; β6 = 0 

Ha: β1 ≠ 0; β2 > 0; β3 < 0; β4 > 0; β5 ≠ 0; β6 ≠ 0 

 Observing table 1, the one-tailed p-values for the education variable is 0.0331, which is less than the acceptable α = .10.  Therefore, with 96% confidence I can reject the null hypothesis and conclude that the education variable is significantly less than zero. The one-tailed p-value for females in the workforce is 0.3306 which is much greater than the acceptable p-value.  Therefore, I can not reject the null hypothesis, and conclude that the variable is not significantly different from zero.  For the married with children variable, a one-tailed test is given.  The p-value is 0.02995 which is less than α = .10.  Therefore, with 97% confidence I can reject the null hypothesis, and conclude that being married with children is significantly less than zero.  The no-fault law variable is a one-tailed test.  The one-tailed p-value is 0.15075 which is not below the acceptable α = .10.  Therefore, I can not reject the null hypothesis, and conclude that the no-fault law variable is not significantly different from zero.  Even though this variable is insignificant in my model, it would be significant at 84% confidence level and that is not far from 90% confidence level. Note that this variable is very close to being significant. For the poverty variable, the expected sign was ambiguous so a two-tailed test is used. With a p-value of 0.6822, it is not even close to the accepted p-value α = .10. Therefore, I can not reject the null hypothesis and conclude the variable is not significantly different from zero.  The last variable is race, and I did not know what to expect the sign to be.  So for this variable I will use the two-tailed test.  The two-tailed p-value for race is 0.0023 which is less than α = .10.  Therefore, with 99% confidence I can reject the null hypothesis, and conclude this variable is significantly different from zero.  

Further evaluation of the model can be done by looking at the R2 and adjusted R2 in table 1.  The R2 is 0.417312, and the adjusted R2 is 0.336007, but I am only concerned with the adjusted R2 because it adjusts for the additional independent variables.  The meaning of the adjusted R2 in the model explains 33.6007% of the total variation in divorce rate.  The last outcome I am going to evaluate in this model is the F-statistic.  The hypothesis test for the overall fit of the model is as follows.

Ho: β1, β2, β3, β4, β5, β6 = 0

Ha: Ho is not true. 

  The model’s probability F-statistic is 0.000472 which is less than α = .10.  Therefore, I can reject the null, and conclude that the model is significant.

My model is cross-sectional, and a typical econometric issue that comes up in all cross-sectional projects is heteroskedasticity.  To test for heteroskedasticity, I ran a White test (see table 2).  Then I set up a hypothesis test for it which the null says there is no heteroskedasticity.  The p-value is 0.526809 which is greater than α = .10.  Therefore, I can not reject the null hypothesis, and conclude no heteroskedasticity. No adjustments are needed to fix heteroskedasticity because it is not in the model.  

Another issue that could show up in the model is multicollinearity.  I ran a correlation matrix between all the variables (see table 4).  Looking at the table, there is a high correlation between poverty and education.  But since education is significant and poverty is not close to being significant, I think the best solution may be to drop poverty, but my only fear is that omitted variable bias could happen.  By dropping the variable and seeing if it affects any other variables and their significant levels or the adjusted R2, it will allow me to see if it should be dropped or kept.   Poverty and female in workforce also has a high correlation.  Since females in the workforce is insignificant, my suggestion would be to consider dropping this variable to avoid multicollinearity.  Plus, female in workforce is highly correlated with education and it has a flipped sign.  To find more justification on whether to drop or keep these three variables to avoid multicollenearity, running variance inflation factor’s can be used test for it.  After running the variance inflation factor’s, poverty was 2.82, education was 2.66 and females in the workforce was 2.48.  These results are a little high but not too big to worry about multicollenearity.  Therefore, the best solution is to only drop females in work force and poverty variables, since they are insignificant and have a relatively high variance inflation factor’s.  The rest of the correlations are not high enough to worry about multicollinearity.   

The last issue is serial correlation, and in a cross-sectional, this issue is the least of my worries.  But to test for serial correlation, I will do the Durbin-Watson test.  Looking at table 1, the Durbin-Watson statistic is 2.07, the upper limit is 1.82, and the lower limit is 1.29.  The Durbin-Watson statistic is above the upper limit; therefore I can not reject the null hypothesis, and conclude that no positive serial correlation exists in the model. I also ran a Ramsey reset test to make sure omitted variable bias was not happening in the model.  The null hypothesis says I do not have omitted variable bias.  The Ramsey F-stat was not greater than the critical value (see table 3). Therefore, I can not reject the null hypothesis, and conclude omitted variable bias is not an issue. 

Since I did find a high correlation between the females in the workforce variable and poverty with the education variables, my suggestion was to drop the two variables.  The results from dropping the variables can be seen in table 4. Observing the differences between the first regression and the second are slight but overall make a better model.  First thing I did was run the Ramsey reset to make sure omitted variable bias was not an issue, and again the Ramsey F-stat was not greater than the critical value (see table 7).  Therefore, I can not reject the null, and conclude omitted variable bias is not a problem.  The education coefficient gets more negative.  Since education was highly correlated with the two dropped variables, it can now show its true representation in the model. The rest of the coefficients were not really affected.  The no-fault divorce law variable is even closer to being acceptable at 90% confidence; it is at 88% confidence.  All other variables that were significant remain significant.  Plus, the adjusted R2 increased by about two percent, which not a large increase but any increase is good.  The Akaike info criterion and Schwarz criterion got smaller and smaller is better.  The F-statistic is still significant showing the model is good.  I conducted the White test on the new model to test for heteroskedasticity (see table 6).  Again, I can not reject the null, and conclude no heteroskedasticity. Therefore, by dropping the female in workforce and poverty variable, I have eliminated some of the multicollinearity without the threat of having an omitted variable and have created a better model than before. 

Conclusion
After I had dropping a few of my independent variables I ended up with an adjusted R2 of .35, therefore my model is missing some explanation for divorce rate.  I would say for a semester long project the adjusted R2 is acceptable.  If given more time and access to other data, I could have been able to explain divorce rate better.  Comparing divorce rate on a state basis limited me to answer my initial question about preventing myself from ending in a divorce.  However I did get to discover what states should focus on to address divorce rate within the state.  State government would be able to use this and apply it to their next year planning. 


I was able to find significances in some socioeconomic factors such as education, race, no-fault divorce law, at 88% confidence, and married couples with children.  For how much research experts have done, I was surprised how little of an affect the unilateral divorce law had on the divorce rate.  I stated it as my main hypothesis, however, looking at the results from the regression I would have chosen the education variable has my main hypothesis.  It was the most significant and had the largest coefficient.


If I had more time I would have researched further into the education variable instead of spending the extra time on the no-fault divorce law.  Education was never the main variable in the previous models I observed, but it was always significant.  I am curious why researches never put more time into searching in depth the relationship between the divorce rate and education.  Furthermore, education is becoming more and more of a priority in young peoples lives, and it has a large effect on how they desire to live their lives.  Whether the young educated people stay single focusing on their careers or they get married allowing them to be less dependent on their spouses.  They will have an advantage and could lead to a higher or lower divorce rate.  It is hard to judge.   Moreover, education will allow for better decision making, which could lead to compatible spouses.  Education is going to have more of an effect of divorce rate from here on out.  Therefore, over the next few years, I think experts will do more studies on the relationship between education and divorce rate.
Appendix 
Table 1. Regression 1

	Dependent Variable: DR

	Method: Least Squares

	Date: 12/01/07   Time: 19:11

	Sample: 1 50

	Included observations: 50

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	0.180062
	0.058165
	3.095733
	0.0034

	EDU
	-0.166337
	0.088230
	-1.885260
	0.0662

	FWF
	-0.026511
	0.060075
	-0.441297
	0.6612

	MC
	-0.157254
	0.081370
	-1.932587
	0.0599

	NFL
	0.000303
	0.000290
	1.045755
	0.3015

	POV
	0.033100
	0.080286
	0.412279
	0.6822

	RACE
	-0.058122
	0.017907
	-3.245842
	0.0023

	R-squared
	0.417312
	    Mean dependent var
	0.106920

	Adjusted R-squared
	0.336007
	    S.D. dependent var
	0.012824

	S.E. of regression
	0.010449
	    Akaike info criterion
	-6.155379

	Sum squared resid
	0.004695
	    Schwarz criterion
	-5.887696

	Log likelihood
	160.8845
	    F-statistic
	5.132657

	Durbin-Watson stat
	2.079360
	    Prob(F-statistic)
	0.000472


Table 2. White Test of Regression 1

	White Heteroskedasticity Test:

	F-statistic
	0.872333
	    Probability
	0.635846

	Obs*R-squared
	25.85230
	    Probability
	0.526809

	
	
	
	
	

	Test Equation:

	Dependent Variable: RESID^2

	Method: Least Squares

	Date: 12/01/07   Time: 19:30

	Sample: 1 50

	Included observations: 50

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	0.058090
	0.032674
	1.777840
	0.0893

	EDU
	-0.044392
	0.070564
	-0.629109
	0.5358

	EDU^2
	0.065281
	0.067417
	0.968320
	0.3434

	EDU*FWF
	0.050438
	0.073874
	0.682755
	0.5019

	EDU*MC
	-0.196414
	0.181044
	-1.084896
	0.2897

	EDU*NFL
	0.000412
	0.000410
	1.006940
	0.3249

	EDU*POV
	0.117666
	0.103339
	1.138636
	0.2671

	EDU*RACE
	0.018197
	0.027438
	0.663211
	0.5141

	FWF
	-0.114369
	0.065360
	-1.749823
	0.0941

	FWF^2
	0.056427
	0.034574
	1.632094
	0.1169

	FWF*MC
	-0.023358
	0.076647
	-0.304742
	0.7634

	FWF*NFL
	0.000294
	0.000262
	1.121739
	0.2741

	FWF*POV
	0.147508
	0.081670
	1.806157
	0.0846

	FWF*RACE
	-0.019625
	0.014983
	-1.309827
	0.2038

	MC
	0.047404
	0.085116
	0.556932
	0.5832

	MC^2
	0.011277
	0.080783
	0.139598
	0.8902

	MC*NFL
	0.000165
	0.000387
	0.426854
	0.6736

	MC*POV
	-0.071267
	0.110333
	-0.645925
	0.5250

	MC*RACE
	-0.007213
	0.035624
	-0.202482
	0.8414

	NFL
	-0.000433
	0.000261
	-1.657935
	0.1115

	NFL^2
	6.53E-07
	6.81E-07
	0.960246
	0.3474

	NFL*POV
	0.000616
	0.000314
	1.961660
	0.0626

	NFL*RACE
	-3.40E-05
	7.79E-05
	-0.436628
	0.6666

	POV
	-0.164236
	0.086752
	-1.893172
	0.0716

	POV^2
	0.116172
	0.072300
	1.606800
	0.1224

	POV*RACE
	0.009235
	0.015230
	0.606359
	0.5505

	RACE
	0.013111
	0.014226
	0.921639
	0.3667

	RACE^2
	-0.002935
	0.003986
	-0.736403
	0.4693

	R-squared
	0.517046
	    Mean dependent var
	9.39E-05

	Adjusted R-squared
	-0.075670
	    S.D. dependent var
	0.000118

	S.E. of regression
	0.000123
	    Akaike info criterion
	-14.87293

	Sum squared resid
	3.32E-07
	    Schwarz criterion
	-13.80220

	Log likelihood
	399.8233
	    F-statistic
	0.872333

	Durbin-Watson stat
	2.793930
	    Prob(F-statistic)
	0.635846


Table 3. Ramsey Reset

	Ramsey RESET Test:

	F-statistic
	1.495942
	    Probability
	0.230300

	Log likelihood ratio
	5.316805
	    Probability
	0.150016

	
	
	
	
	

	Test Equation:

	Dependent Variable: DR

	Method: Least Squares

	Date: 12/11/07   Time: 09:36

	Sample: 1 50

	Included observations: 50

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	47.82889
	74.46782
	0.642276
	0.5244

	EDU
	-51.05901
	80.67059
	-0.632932
	0.5304

	FWF
	-8.157760
	12.85001
	-0.634845
	0.5291

	MC
	-48.30364
	76.24050
	-0.633569
	0.5300

	NFL
	0.093098
	0.146996
	0.633337
	0.5301

	POV
	10.17509
	16.04401
	0.634199
	0.5296

	RACE
	-17.84982
	28.18100
	-0.633399
	0.5301

	FITTED^2
	-4650.405
	6828.270
	-0.681052
	0.4998

	FITTED^3
	31085.78
	42520.35
	0.731080
	0.4690

	FITTED^4
	-77161.67
	98789.18
	-0.781074
	0.4394

	R-squared
	0.476092
	    Mean dependent var
	0.106920

	Adjusted R-squared
	0.358213
	    S.D. dependent var
	0.012824

	S.E. of regression
	0.010273
	    Akaike info criterion
	-6.141715

	Sum squared resid
	0.004221
	    Schwarz criterion
	-5.759311

	Log likelihood
	163.5429
	    F-statistic
	4.038814

	Durbin-Watson stat
	2.017764
	    Prob(F-statistic)
	0.000972


Table 4. Correlation Matrix

	
	DR
	EDU
	FWF
	MC
	NFL
	POV
	RACE

	DR
	1
	-0.44438
	-0.2231
	-0.37221
	0.15199
	0.319368
	-0.20669

	EDU
	-0.44438
	1
	0.609356
	0.450279
	0.152587
	-0.71963
	-0.29825

	FWF
	-0.2231
	0.609356
	1
	0.091267
	-0.00176
	-0.69066
	-0.36557

	MC
	-0.37221
	0.450279
	0.091267
	1
	-0.06856
	-0.37201
	-0.27316

	NFL
	0.15199
	0.152587
	-0.00176
	-0.06856
	1
	-0.09258
	-0.15082

	POV
	0.319368
	-0.71963
	-0.69066
	-0.37201
	-0.09258
	1
	0.389354

	RACE
	-0.20669
	-0.29825
	-0.36557
	-0.27316
	-0.15082
	0.389354
	1


Table 5. Regression 2

	Dependent Variable: DR

	Method: Least Squares

	Date: 12/01/07   Time: 19:27

	Sample: 1 50

	Included observations: 50

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	0.169306
	0.018273
	9.265574
	0.0000

	EDU
	-0.217034
	0.061862
	-3.508376
	0.0010

	MC
	-0.144408
	0.073585
	-1.962468
	0.0559

	NFL
	0.000342
	0.000278
	1.230305
	0.2250

	RACE
	-0.053114
	0.016537
	-3.211889
	0.0024

	R-squared
	0.408236
	    Mean dependent var
	0.106920

	Adjusted R-squared
	0.355635
	    S.D. dependent var
	0.012824

	S.E. of regression
	0.010294
	    Akaike info criterion
	-6.219923

	Sum squared resid
	0.004768
	    Schwarz criterion
	-6.028720

	Log likelihood
	160.4981
	    F-statistic
	7.760951

	Durbin-Watson stat
	2.070022
	    Prob(F-statistic)
	0.000076


Table 6. White Test of Regression 2

	White Heteroskedasticity Test:

	F-statistic
	1.084762
	    Probability
	0.403138

	Obs*R-squared
	15.13018
	    Probability
	0.369314

	
	
	
	
	

	Test Equation:

	Dependent Variable: RESID^2

	Method: Least Squares

	Date: 12/10/07   Time: 21:19

	Sample: 1 50

	Included observations: 50

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	0.001532
	0.003411
	0.449260
	0.6560

	EDU
	0.002713
	0.011572
	0.234429
	0.8160

	EDU^2
	0.032971
	0.029365
	1.122809
	0.2692

	EDU*MC
	-0.089910
	0.078223
	-1.149409
	0.2582

	EDU*NFL
	0.000224
	0.000206
	1.088059
	0.2840

	EDU*RACE
	0.002036
	0.011949
	0.170394
	0.8657

	MC
	-0.006312
	0.025428
	-0.248242
	0.8054

	MC^2
	0.042722
	0.044304
	0.964284
	0.3415

	MC*NFL
	-5.88E-06
	0.000241
	-0.024399
	0.9807

	MC*RACE
	0.005866
	0.022060
	0.265892
	0.7919

	NFL
	-5.47E-05
	5.11E-05
	-1.069322
	0.2922

	NFL^2
	3.63E-07
	4.91E-07
	0.740006
	0.4642

	NFL*RACE
	3.36E-06
	4.72E-05
	0.071337
	0.9435

	RACE
	-0.001903
	0.004060
	-0.468744
	0.6422

	RACE^2
	0.000496
	0.002355
	0.210629
	0.8344

	R-squared
	0.302604
	    Mean dependent var
	9.54E-05

	Adjusted R-squared
	0.023645
	    S.D. dependent var
	0.000119

	S.E. of regression
	0.000118
	    Akaike info criterion
	-15.00759

	Sum squared resid
	4.88E-07
	    Schwarz criterion
	-14.43398

	Log likelihood
	390.1897
	    F-statistic
	1.084762

	Durbin-Watson stat
	2.902462
	    Prob(F-statistic)
	0.403138


Table 7. Ramsey Reset

	Ramsey RESET Test:

	F-statistic
	1.097105
	    Probability
	0.360965

	Log likelihood ratio
	3.772284
	    Probability
	0.287126

	
	
	
	
	

	Test Equation:

	Dependent Variable: DR

	Method: Least Squares

	Date: 12/11/07   Time: 09:35

	Sample: 1 50

	Included observations: 50

	Variable
	Coefficient
	Std. Error
	t-Statistic
	Prob.  

	C
	85.65315
	85.09071
	1.006610
	0.3199

	EDU
	-129.2257
	129.2793
	-0.999586
	0.3232

	MC
	-85.97465
	85.98985
	-0.999823
	0.3231

	NFL
	0.203598
	0.203636
	0.999811
	0.3231

	RACE
	-31.62151
	31.63538
	-0.999562
	0.3232

	FITTED^2
	-8693.427
	8406.868
	-1.034086
	0.3070

	FITTED^3
	56175.57
	52510.31
	1.069801
	0.2908

	FITTED^4
	-135311.7
	122464.0
	-1.104910
	0.2755

	R-squared
	0.451239
	    Mean dependent var
	0.106920

	Adjusted R-squared
	0.359779
	    S.D. dependent var
	0.012824

	S.E. of regression
	0.010261
	    Akaike info criterion
	-6.175368

	Sum squared resid
	0.004422
	    Schwarz criterion
	-5.869445

	Log likelihood
	162.3842
	    F-statistic
	4.933727

	Durbin-Watson stat
	2.013491
	    Prob(F-statistic)
	0.000393


Table 8. Summary Statistics 

	 
	DR
	EDU
	FWF
	MC
	NFL
	POV
	RACE

	 Mean
	0.107
	0.169
	0.724
	0.214
	30.92
	0.13
	0.099

	Med
	0.108
	0.171
	0.722
	0.209
	32
	0.125
	0.066

	Max
	0.129
	0.231
	0.8
	0.323
	42
	0.213
	0.365

	Min
	0.08
	0.102
	0.62
	0.182
	14
	0.075
	0.004


Table 9: Data

	State
	Divorce Rate
	Poverty
	Law
	Female
	Race
	Education
	Married/Children

	Alabama
	11.30%
	17.00%
	34
	66.40%
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25.80%
	13.50%
	19.40%

	Alaska
	12.10%
	11.20%
	42
	72.30%
	3.40%
	17.20%
	24.30%

	Arizona
	11.60%
	14.20%
	32
	67.60%
	3.10%
	16.20%
	21.00%

	Arkansas
	12.10%
	17.20%
	14
	69.10%
	15.30%
	12.60%
	20.40%

	California
	9.40%
	13.30%
	35
	67.40%
	6.10%
	18.90%
	24.80%

	Colorado
	11.10%
	11.10%
	33
	74.80%
	3.60%
	23.10%
	22.70%

	Connecticut
	9.80%
	8.30%
	32
	75.80%
	9.10%
	20.00%
	23.40%

	Delaware
	10.20%
	10.40%
	37
	73.70%
	19.90%
	16.40%
	20.40%

	Florida
	12.00%
	12.80%
	34
	69.60%
	15.00%
	16.30%
	18.20%

	Georgia 
	10.80%
	14.40%
	32
	70.10%
	29.20%
	17.60%
	21.90%

	Hawaii
	9.50%
	9.80%
	33
	72.60%
	2.00%
	18.80%
	20.60%

	Idaho
	11.40%
	13.90%
	34
	71.30%
	0.40%
	15.90%
	25.50%

	Illinois
	9.10%
	12.00%
	21
	72.80%
	14.50%
	18.30%
	22.80%

	Indiana
	11.40%
	12.20%
	32
	72.60%
	8.60%
	13.50%
	21.30%

	Iowa
	10.00%
	10.90%
	35
	78.60%
	2.20%
	16.50%
	21.70%

	Kansas
	10.80%
	11.70%
	36
	75.60%
	5.50%
	18.60%
	22.60%

	Kentucky
	11.70%
	16.80%
	33
	66.70%
	7.20%
	11.50%
	20.40%

	Louisiana
	10.80%
	19.80%
	26
	68.10%
	32.50%
	13.40%
	19.70%

	Maine
	12.40%
	12.60%
	32
	75.40%
	0.70%
	17.00%
	19.00%

	Maryland
	9.40%
	8.20%
	22
	75.70%
	28.70%
	19.30%
	21.80%

	Massachusetts
	8.90%
	10.30%
	29
	74.80%
	5.90%
	21.10%
	21.60%

	Michigan
	10.60%
	13.20%
	33
	71.40%
	14.00%
	15.10%
	21.20%

	Minnesota
	9.10%
	9.20%
	31
	79.30%
	4.10%
	21.00%
	22.90%

	Mississippi
	10.60%
	21.30%
	29
	68.50%
	36.50%
	12.20%
	19.00%

	Missouri
	11.30%
	13.30%
	31
	73.10%
	11.20%
	15.40%
	20.90%

	Montana
	11.90%
	14.40%
	32
	74.60%
	0.50%
	18.40%
	20.80%

	Nebraska
	9.90%
	10.90%
	33
	77.60%
	4.00%
	18.80%
	23.40%

	Nevada
	12.90%
	11.10%
	38
	70.50%
	7.20%
	14.00%
	20.90%

	New Hampshire
	11.60%
	7.50%
	34
	77.10%
	0.80%
	20.10%
	21.90%

	New Jersey
	8.00%
	8.70%
	34
	71.90%
	13.30%
	21.70%
	24.60%

	New Mexico
	12.10%
	18.50%
	32
	69.20%
	1.90%
	14.20%
	19.90%

	New York
	8.50%
	13.80%
	38
	70.20%
	15.30%
	17.90%
	20.10%

	North Carolina
	9.70%
	15.10%
	40
	71.40%
	21.00%
	17.10%
	20.40%

	North Dakota
	9.00%
	11.20%
	34
	79.30%
	0.80%
	18.70%
	20.70%

	Ohio
	11.10%
	13.00%
	23
	72.30%
	11.50%
	14.80%
	20.00%

	Oklahoma
	12.20%
	16.50%
	32
	67.90%
	7.10%
	15.20%
	20.40%

	Oregon
	12.10%
	14.10%
	34
	71.40%
	1.60%
	17.80%
	20.00%

	Pennsylvania
	8.70%
	11.90%
	25
	72.10%
	10.10%
	15.90%
	19.70%

	Rhode Island
	10.60%
	12.30%
	30
	76.20%
	5.00%
	17.90%
	19.20%

	South Carolina
	9.70%
	15.60%
	26
	70.10%
	28.50%
	15.00%
	18.90%

	South Dakota
	9.90%
	13.60%
	20
	80.00%
	0.80%
	17.60%
	21.30%

	Tennessee
	12.20%
	15.50%
	28
	68.60%
	16.40%
	14.10%
	20.10%

	Texas
	10.10%
	17.60%
	35
	67.90%
	11.00%
	17.00%
	24.70%

	Utah
	8.70%
	10.20%
	18
	69.80%
	0.80%
	19.20%
	32.30%

	Vermont
	12.70%
	11.50%
	33
	77.70%
	0.50%
	20.20%
	20.20%

	Virginia
	9.50%
	10.00%
	30
	72.60%
	19.10%
	19.80%
	21.90%

	Washington
	11.90%
	11.90%
	32
	71.40%
	3.30%
	19.60%
	21.60%

	West Virginia
	11.60%
	18.00%
	28
	62.00%
	3.10%
	10.20%
	19.00%

	Wisconsin
	10.10%
	10.20%
	27
	77.20%
	5.70%
	16.80%
	21.40%

	Wyoming
	12.50%
	9.50%
	28
	75.90%
	0.70%
	15.50%
	20.60%
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